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Abstract

The present article reviews recent advances in the studies of the interaction of slow (v<
vBohr), very highly charged ions (such as Xe52+ and Au69+) with surfaces of metals,

semiconductors, and insulators (including biological materials). After a brief summary of
past developments, we describe key experimental techniques for studies of secondary
particle emission and the de-excitation dynamics of the highly charged ions. Recent

progress in measurement and determination of the mechanisms leading to secondary
electron yields, secondary ion yields and total sputtering yields will be discussed. The de-
excitation dynamics are addressed in experiments on projectile neutralization and energy
loss in thin ®lms of material. We review the theoretical concepts brie¯y and introduce

theoretical models in the discussion of experimental results. Following the presentation of
fundamental studies we will address emerging applications of slow, very highly charged ions
in surface analysis and surface modi®cation. # 1999 Published by Elsevier Science Ltd. All

rights reserved.
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1. Historical overview

Excellent reviews of the slow, multiply charged ions-surface interactions were

given by Arnau et al. [1] and Schneider and Briere [2] covering the state of the

®eld through 1995. Due to the rapid developments in this area in the last three

years, it is valuable to review the progress in this time frame. Therefore, this

review concentrates on experimental progress from 1995 through 1998 and

discusses theoretical models and progress in context of the experimental evidence.

For the purposes of this review, we consider `surfaces' to be solid and to consist

of the vacuum±solid interface and the adjacent surface and subsurface layers. In

some cases we include up to 50 atomic layers in our discussion. We deal with

slow, highly charged ions (SHCI). Slow is de®ned as velocities less than the Bohr

velocity (vBohr=v0=2.19 � 106 m/s). Thus, the motion of electrons is fast

compared to the nuclear motion of the system and the projectiles will interact

with the surface initially very far from their charge state `equilibrium'. Key

questions that research in this ®eld is striving to answer is how does the solid

surface respond to transfer of the potential energy of the SHCI and what are the

applications of the surface response. The potential energy of a SHCI is the sum of

ionization potentials of the ion. For example Xe54+ has 0202 keV of potential

energy. In most of the discussion in this review the potential energy deposition of
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the SHCI has a much greater e�ect on the surface than the kinetic energy
deposition of the SHCI.

1.1. Phenomena occurring in SHCI-surface interactions

The current views of the interaction of SHCI with surfaces are not in complete
agreement. As a starting point for our discussion we will describe one current
picture of the SHCI-surface interaction.

As the SHCI approaches a surface, the SHCI induces a collective response of
the surface electrons, creating an `image charge'. The image charge accelerates the
SHCI towards the surface and, thus, sets a lower limit to the ion velocity.
Neutralization of the slow SHCI begins above surfaces and can be described by a
`classical-over-the-barrier' model for ion-surface interactions [3]. The image
interaction also a�ects the height of the `barrier' and the electronic states of the
projectile. When the SHCI reaches a critical distance above the surface, electrons
from the surface are resonantly captured into high-lying, quasi-stationary Rydberg
states. The capture into these Rydberg states should continue until the SHCI is
essentially neutral. This is the formation of a `hollow' atom, the initially present
inner shell vacancies are still present. The hollow atom will shrink by rapid
autoionization, but it will be kept neutral by ongoing resonant capture into high-
lying Rydberg states. Tighter bound projectile states will be populated as they
come into resonance with surface states as the SHCI moves closer to the surface
and due to the above mentioned autoionization processes. In addition as the
occupied Rydberg projectile states come into resonance with empty surface states
due to closer approach to the surface, electrons will be recaptured by the surface.
The resulting above-surface neutralization picture is a constantly shrinking
electron cloud around the originally highly charged ion.

At close contact with the surface, screening by the surface electrons will `peel
o�' the outer electrons of the not yet relaxed SHCI. A second, more compact,
hollow atom will be formed below the surface. The electrons of the solid will form
a compact screening cloud around the SHCI with states of lower principal
quantum number. The formation time of the cloud will be related to the plasmon
frequency of the material. Below the surface the hollow atom may de-excite by
three mechanisms. First, Auger neutralization can ®ll the inner shell vacancies;
second, close collision with target atoms can ®ll vacancies via quasi-molecular
transitions, (`side-feeding') and, third, inner shell vacancies can decay via
characteristic X-ray emission. The above- and below-surface Auger processes and
the peel o� process account for the emission of electrons during the interaction.

Only a small fraction of the initial potential energy carried by the SHCI can be
accounted for in the emitted secondary electrons (01%) and X-rays (05%). Since
the SHCI neutralizes in a few femtoseconds (see Section 3.1) and surface atomic
motion requires time scales of picoseconds, the major portion of the potential
energy is initially deposited into the electronic system of the surface. The
electronic excitation of the surface and near-surface region is sustained on the
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order of picoseconds in order to transfer energy to the lattice as evidenced by the
sputtering of neutral atoms and clusters and secondary ions from the surface.

1.2. Highly charged ion sources

Recent experimental advances in the interaction of SHCI with surfaces have
bene®ted to a large extent from the advances in ion source technology. The
mainstay sources in this ®eld have traditionally been the electron cyclotron
resonance (ECR) ion source, the electron beam ion source (EBIS) and the electron
beam ion trap (EBIT) ion source. These sources can produce highly charged ions
at low velocity such that these ions are very far from charge state equilibrium.
Each of these sources has been described previously [1,2]. In this section only the
advances since 1996 will be discussed.

Xie and Lyneis [4], Xie [5], and Alton et al. [6] report on enhancing the
performance of traditional electron cyclotron resonance ion sources with multiple-
discrete-frequency microwave radiation. The creation of a large ECR plasma
`volume' permits coupling of more power into the plasma, resulting in heating a
much larger electron population to much higher energies. The heating produces
higher charge state distributions and higher intensities within a particular charge
state. The ECR plasma `volume' can be increased by injecting broadband or
multiple-discrete frequency microwave radiation. Xie [5] has shown that
combining the multiple frequency heating with Al2O3 surface coatings (additional
source of cold electrons) and higher magnetic mirror ®elds (to improve plasma
con®nement) has produced the highest charge state ion beams from ECR ion
sources.

Nakagawa et al. [7] have demonstrated the production of highly charged heavy
ions in an ECR ion source (RIKEN 18 GHz ECRIS) by injection of
organometallic compounds.

Metalocenes were used to inject Fe, Ni, Ru and Os, and hexacarbonyls were
used to inject Cr, Mo, and W into the plasma. The metalocenes produced an
order of magnitude higher beam current (100 emA) than the hexacarbonyls. The
authors suggest the weaker bonding of the metalocene is responsible for the higher
currents. Numerical simulation of the ECR plasma may lead to improved
operating parameters as well [8].

The extraction system for EBIT sources [2] has been improved by increasing the
radius of bender elements. Ratli� et al. [9] and Schenkel et al. [10] have both
measured extracted ion ¯uxes for Xe44+ of 03 � 106 ions/s from their EBIT
sources after beamline upgrades. The higher ¯uxes have allowed greater ¯exibility
in experimental measurements. In addition extraction of highly charged ions up to
U90+ from the `Super-EBIT' has been demonstrated [11].

In two papers StoÈ ckli et al. [12] and StoÈ ckli [13] have described techniques for
varying the time structure from continuous to pulsed, including `microbunched,'
highly charged ion beams from the Kansas State University EBIS. These
techniques allow users to select the characteristics most desirable for their
experiments (e.g., high peak intensity or high average ¯ux). Microbunching is a
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repetitive partial lowering of the last drift tube potential to allow the hottest ions
to escape. The peak intensity of the micro-pulse (100 ms duration) at 4.5 kHz or
80 microbunches is twice the peak intensity of the slow expulsion mode. The peak
intensity at 415 Hz or 6±8 microbunches is 20 times the slow expulsion mode
intensity.

Demyanov et al. [14] have designed a laser ion source to produce highly
charged ions. The ion extraction is performed by spherical grid electrodes, which
increase the extraction e�ciency several hundred fold.

2. Experimental techniques

2.1. Electrostatic charge state analysis and transmission energy loss measurements

Following transmission through thin foil targets, projectiles can be separated in
the ®eld of two parallel plates according to their charge state (Fig. 1). Charge-
separated beams are then detected with a position-sensitive microchannel plate
detector. Di�erent positions on the detector correspond to di�erent charge states
of transmitted projectiles.

The detector can be moved in the direction of charge-state-analysis so that
charge states up to about 30+ are accessible for a detector with an e�ective

Fig. 1. Schematic of the experiment setup for charge-state-analysis and transmission energy loss

measurements [15,19,164].
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diameter of 4.5 cm. Signal to noise ratios in these measurements can be improved
signi®cantly by requiring coincident electron emission following impact of an
SHCI on the foil target and detection of a transmitted projectile. Using the pulse
of low energy secondary electrons to start and the transmitted ions as a stop
trigger of a timing device (e.g., a time-to-amplitude converter, or TAC) provides a
measurement of the ¯ight time of ions from the foil surface to the stop-detector.
Given that incident velocity and ¯ight path are known, this ¯ight time allows for
a determination of the energy loss of SHCI in the foil target.

Practical lower limits for foil thickness are about 5 nm (01 mg/cm2) for carbon
foils. Layers of other materials can be deposited on thin carbon foils by, for
example, evaporation [15].

Combining charge-state-analysis and energy loss measurements, it is further
possible to investigate correlations of exit charge states with energy loss values in
an event-by-event analysis. So far, such correlations have been observed, but they
have been only minor e�ects (see Section 3.2 [16]).

The energy of charged projectiles after transmission through foil targets or after
grazing incidence scattering can also be determined with, for example,
hemispherical electrostatic analyzers [17,18].

2.2. Electron counting

Traditionally there have been two methods to determine the electron emission
from surfaces after SHCI impact [1]. Brie¯y, the ®rst is the current method. This
involves measuring the target current with and without permitting electrons to
leave the sample via appropriate biasing of the target. Precautions have to be
taken to account for secondary ion emission and spurious electron emission from
scattered or re¯ected particles. For the current measurement, typically, ion beam
¯uxes greater than 1 nA are required.

The second method measures the electron emission statistics. In this method,
electrons emitted with less than 60 eV are de¯ected by a conical electrode and,
then, after extraction, are focused onto a surface barrier detector biased at
+20 kV with respect to the target. Since the detector electronics can not
distinguish individual electrons from one highly charged ion impact, the
electrons from one impact will be registered as one electron with n times 20
keV energy. Thus, the area below the nth peak in the energy spectrum is
directly related to the probability of the emission of n electrons. The ®rst
moment of the probability distribution gives the electron yield. Primary SHCI
¯uxes of less than 103 ions/s are required to perform the electron emission
statistics measurement.

Eder et al. [20] have improved their electron emission statistics method by
adding an acceleration/deceleration lens to vary the kinetic energy of the primary
SHCI beam from nominal zero to 40 keV/q kinetic energy. The advance a�ords a
rather straightforward way of separating potential electron emission (due to the
potential energy carried by the ion) from kinetic electron emission (due to the
kinetic energy carried by the ion) from projectiles incident along the surface
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normal. Using this technique for multiply charged oxygen and nitrogen ions
impinging on a polycrystalline gold target, Eder et al. [20] showed that for
di�erently charged ion species, a di�erence in electron yield due to charge-related
potential energy is almost independent of the projectile impact energy.

Lemell et al. [21] have further developed an approach to separate potential
electron emission from kinetic electron emission in grazing incidence. In this
technique the electron emission statistics are correlated with speci®c projectile
trajectories characterized by the resulting scattering angle. A comparison to
electron emission data for normal incidence with the same projectile, charge
state, target and velocity normal to the surface allows direct identi®cation of
potential and kinetic electron emission near the kinetic electron emission
threshold.

Relative electron emission from surfaces as a function of projectile charge and
incident kinetic energy can be measured with a microchannel plate detector.
Schenkel et al. [19,164] used an annular microchannel plate detector to determine
relative electron yield with pulse height analysis from metal and insulator surfaces.
The target surfaces were biased at ÿ2 kV to allow for e�cient secondary electron
detection. While kinetic and potential electron emission cannot be separated in
these measurements, the relative electron yield is measured in a regime where the
kinetic electron emission is fairly independent of incident kinetic energy. The
relative yield could be calibrated by previous measurements of the total electron
yield from gold surfaces [22].

For energy analysis of emitted electrons various types of electrostatic
spectrometers are used [1]. The technology for energy analysis of electrons is
relatively advanced and, for the most part, commercially available. The reader is
directed to other sources for a detailed description [23].

2.3. Sputter yield measurements via microbalance technique

The determination of sputter yields for impact of highly charged ions on surface
is relatively di�cult because of the limited ¯ux produced by SHCI sources.
Neidhart et al. [24,165] and Sporn et al. [25] have improved the sensitivity of
quartz crystal microbalance techniques to determine sputter yields for SHCI
impacts. The ion bombardment causes an increase of the crystal's resonance
frequency, which is a direct measure of the mass loss. The frequency stability and,
thus, sensitivity, are improved by using the planoconvex SC-cut quartz crystals,
one side of which is coated with a thin ®lm of the polycrystalline material to be
sputtered. The resonance frequency is further stabilized by operating the quartz
crystals within 0.18C of the minimum of their frequency versus temperature curve
(1508C). The sensitivity limit for the optimized microbalance technique is 10ÿ3

monolayers or about 1012 atoms removed per s. In addition, the SC-cut crystals
have a resonance frequency insensitive to radial stress. This technique does not
require knowledge of the collection geometry and the neutral particle sticking
coe�cient (see catcher techniques), and also does not allow measurement on single
crystal surfaces or macroscopically thick samples.
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2.4. Sputter yield measurements via catcher surface technique

Yields of sputtered material have traditionally been determined with a variety of
techniques such as weight loss measurements and crater pro®ling. However, low
SHCI beam intensities of about 105±106 ions per s for Th70+ and Xe44+ set high
demands on detection sensitivity. At a sputter yield of 100 atoms removed per
incident projectile and a sensitivity limit of 10ÿ3 monolayer, the microbalance
technique can be used with beam currents down to a few nA or 1010 projectiles
per s. Sputter yields from a variety of materials have been determined for SHCI
up to Xe27+ with the microbalance technique (see Section 2.3).

Alternatively, collection of ablated material on a catcher surface (Fig. 2) allows
for determination of sputter yields from surface coverages of accumulated
material. Sensitivities of about 1013 atoms per cm2 have been achieved by
Rutherford backscattering analysis with MeV heavy ion beams [26]. In a recent
development, Banks and co-workers have optimized the sensitivity for analysis of
impurities on silicon wafers using 100 keV carbon beams in a time-of-¯ight heavy
ion backscattering scheme (HIBS). Here, it is possible to quantify heavy metal
coverages as low as 109 atoms/cm2 on otherwise clean silicon [27].

The coverage of ablated atoms of material A on the catcher, y(A ), is given by
the following relation [28]:

y�A� � Dsc�A�O�W�S�j� �1�
Here, D is the SHCI dose and S(j ) is the sputter yield (i.e. atoms removed per
SHCI). The sputter yield depends on the incident angle of the SHCI, j. The

Fig. 2. Geometry for collection of sputtered material on a catcher surface.
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sticking coe�cient, s, gives the probability that an emitted particle sticks to the
catcher surface. Sticking coe�cients have been quanti®ed only for a few catcher
systems and have been found to be close to unity [26]. c(A ) is the relative
concentration of A on the surface of the sputter target. The view factor, O(u ), of
the catcher surface for emitted particles from the sputter target is determined by
the distance between the two, by the angular distribution of emitted secondaries,
the beam spot size and the size of the exposed area on the catcher surface [28,29].
The dependency of SHCI induced sputtering on the incident angle is not known,
and neither is the angular distribution of emitted secondaries. In the simplest
approximation, the latter is assumed to be cosine.

Using the catcher technique with subsequent HIBS analysis it was possible to
measure sputter yields for gallium arsenide and uranium oxide interacting with
SHCI up to Th70+ [10,30]. Relative uncertainties of the resulting sputter yields are
dominated by variations in view factors between consecutive measurements, by
uncertainties in SHCI dose, and by uncertainties in HIBS results. The combined
relative uncertainty can be smaller than 20%. Absolute uncertainties result mostly
from assumptions of unknown angular distributions in the calculation of the view

Fig. 3. Schematic of time-of-¯ight secondary ion mass spectrometry setup with annular detector and

re¯ectron [34].
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factor. A conservative estimate of uncertainties in total sputter yields determined
by the catcher technique is about 50% [10].

2.5. Time-of-¯ight secondary ion mass spectrometry with highly charged projectiles

SHCI induce emission of a large (>q ) number of mostly low energy (<20 eV)
secondary electrons when they interact with surfaces. This pulse of electrons can
be used as a start trigger of a multi-stop timing analyzer (e.g. ORTEC PTA 9308).
Negative secondary ions are accelerated by the selected target bias and reach the
detector after a characteristic ¯ight time. The latter is proportional to the ¯ight
path and the square root of the ratio of accelerating voltage and secondary ion
mass; for more details see reference [31]. Time-of-¯ight secondary ion mass
spectrometry (TOF-SIMS) is a standard surface analysis technique [32]. Projectiles
are bunched into groups of a few hundred primary ions and bunch widths are
typically <1 ns. In the scheme for SHCI, time-of-¯ight cycles are started by
individual projectiles. Copious electron emission a�ords a start e�ciency near
100% in negative polarity for SHCI with q>20+. In positive polarity, TOF
cycles can be started by protons instead of electrons. Here, the start e�ciency is
typically >50% for q>40+. In the special case of thin foil targets, transmitted
projectiles can also be used as start triggers in both polarities. While the mass
resolution in this con®guration is compromised by energy loss straggling in the
foils, these measurements allow for an important cross-check. Spectra
accumulated by starting time-of-¯ight cycles either on transmitted ions or on
secondary electrons or protons have been found to exhibit identical structures [33].
The perturbation induced by SHCI is su�ciently strong to avoid distortions in
spectra of secondary ions when requiring coincidences with secondary electrons or
protons. A typical setup of a scattering chamber with TOF-SIMS capability is
shown in Fig. 3. Secondary ions can be detected either in an annular
microchannel plate detector after a ¯ight path of only 10 cm or after re¯ection in
an electrostatic mirror and a ¯ight path of about 2 m. The mass resolution, m/Dm,
achieved to date is about 2000 at mass 28 m. Optimization towards resolutions
around 10,000, as they are state of the art with singly charged ions TOF-SIMS, is
in progress. The mass resolution of the short linear setup is only about 50 at mass
28 m.

Typical SHCI beam currents for TOF-SIMS studies range from 103 to 104 ion
per s. These very low ion currents make TOF-SIMS very favorable for use with
SHCI. In comparison, quadruple or magnetic sector mass spectrometry schemes
[32] require beam currents in the nA range. Also, single ion triggering enables
event-by-event analysis of coincidences among secondary ions that were emitted
by a single SHCI see Section 5.1.

2.6. Ion implanted silicon detectors

(PIPS) Particle implanted and passivated silicon detectors [35] were developed
from surface barrier detectors by substituting the metal front contact with a thin
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(about 50 nm thick) layer of ion implanted silicon. The doped layer has a high
concentration of boron and is passivated with a few nm of SiO2. Due to the very
thin insensitive contact layer, the energy resolution of PIPS in spectroscopy of
fast, light ions is approaching the physical limit. The use of PIPS for spectroscopy
of slow, highly charged ions is at ®rst questionable. Since SHCI have velocities
below the Bohr-velocity, nuclear stopping exceeds electronic stopping for heavy
SHCI species and this translates into signi®cant pulse height defects [35]. The
signal from PIPS detectors is a pulse of collected charge from electron-hole pairs,
created in the depletion region of the detector by energetic particles such as ions,
electrons, X-rays and UV-photons. Studies of electron detection with silicon
photodiodes have shown that electron-hole pairs produced in the contact layer can
also contribute to the pulse of collected charge. SHCI do reach charge-state
equilibrium in solids after only about 5±10 fs, and would thus deposit all their
potential energy along a path of less than 10 nm in the contact layer. Attempts to
quantify energy dissipation channels have almost exclusively focused on detection
of secondary particles that are emitted from surfaces into the vacuum in the
course of the interaction with SHCI. PIPS detectors thus o�er the possibility of
measuring the fraction of potential energy that is deposited in solids. First results
from a study of the latter are described in Section 3.6.

2.7. X-ray detection techniques

Dispersive detection instruments for hard photons (X-rays in the energy region
from 1 keV to nearly 100 keV), which have been employed in SHCI-surface
measurements, can be divided into three categories: solid state detectors, crystal
spectrometers, and calorimetric spectrometers. The di�erences in these photon
spectrometers lies, in general terms, in their energy and time resolution, quantum
e�ciency and bandwidth, as well as their spatial e�ciency.

2.7.1. Solid state detectors
Standard solid state detectors for X-rays are diodes of Si or Ge material. These

have wide spread applications, because they cover a wide X-ray spectrum
simultaneously with a high quantum e�ciency, have a large detection area, have
good time resolution and have high count rate capability and are commercially
available. For detection of lower energy X-rays (1 keV to around 20 keV) a Li
drifted p-doped Si wafer is contacted with a few tens of nm gold. Higher energy
X-rays (2 keV to around 100 keV) are the domain of ultra-pure germanium
detectors. The Ge water is contacted by ion implantation. The depletion zone
(detection volume) is built up by applying a voltage of typically about 1 kV. For
stability of the implanted and drifted wafer against di�usion under in¯uence of
the electric ®eld the wafer needs to be cooled to liquid nitrogen temperature, and,
thus, the detector has to be under vacuum.

When the photon is absorbed in the depletion zone, electron-hole pairs are
created in a number proportional to the energy of the X-ray. The statistics of
these electron-hole pairs determines the detector resolution DE. It varies therefore

T. Schenkel et al. / Progress in Surface Science 61 (1999) 23±8434



with DE0150 eV when the signal strength is far above the noise level. The typical
values lie in the range of 120 eV and 220 eV at the energy of 5.89 keV, given by
the Mn Ka line from b decay of an 55Fe source. The low energy cut-o� of the
spectral range is determined by absorption in, most frequently, a Be vacuum
window, the contact layers and the dead zone of the wafer. The high-energy cut-
o� is given by the photoabsorption in the depletion zone.

2.7.2. Crystal spectrometers
The crystal spectrometer, based on the X-ray defractive properties of crystals, is

usually custom made. The use of focusing crystal geometry, together with the
source and detector geometry, determine the type of crystal spectrometer (for
example: van Hamos, Johan, plane crystal geometry). In the experiments with
Ar17+ and Ar18+ ions [36], the dispersion of a ¯at crystal together with a linear
position resolution-gas proportional counter with backgammon anode was used.
The resolution which can be reached with such a spectrometer is better than 10ÿ3.

2.7.3. Calorimetric spectrometers
High resolution, large bandwidth and spectral e�ciency are combined in

calometric X-ray detectors [37]. In a micro-calorimeter the high-energy photons
hit an absorber in which their energy is thermalized. This absorber material is
weakly coupled thermally to a cold bath of typically 50 mK. The resulting rise in
the absorber temperature is measured with a thermal sensor. In order to make the
temperature rise measurably large, the material should possess a low heat
capacity. With a proper choice of materials, the resolution of such a micro-
calorimeter at 100 mK should in principle be 1 eV, independent of the X-ray
energy. The absorber consists, in practice, of a high-Z superconducting material
such as Sn, which has a low heat capacity, but high photo-absorption. In practice,
the resolution is somewhat distorted by environmental noise. During the
experiment reported here, where highly charged Ar ions hit a Be surface, a
spectral resolution of 20 eV was reached, at a quantum e�ciency of 90±100% in a
range of 1±7 keV.

3. Experimental results

3.1. Charge equilibration time of SHCI in solids

Charge states of SHCI such as Xe44+ and Th75+ are far in excess of the mean
equilibrium charge states that ions develop inside of solids. The later are 01+ for
velocities below the Bohr-velocity [38,39]. In this section, we review measurements
of charge equilibration times of SHCI inside of solids. Equilibration dynamics in
grazing incidence geometry are reviewed at the end of this section.

The de-excitation dynamics of SHCI in solids can be probed by measurements
of Auger-electrons and X-rays, where characteristic energies are determined by the
electronic con®guration. Clock properties of hollow atoms have been explored by
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Briand et al. [36] in measurements of X-rays from Ar18+ interacting with surfaces.
Mean lifetimes of L-shell vacancies were found to be 010ÿ16 s (see Section 3.4).
Auger-electrons emitted following impact of Ne9+ on aluminum were measured
by Grether et al. [40]. Here, the total equilibration time was estimated to be about
10 fs (see Section 3.3).

Measuring charge states of SHCI after transmission of thin foil targets allows
for a rather direct determination of integrated de-excitation or charge state
equilibration times. Using this technique, Schenkel et al. [39] found an upper limit
of 21 fs for Th65+ (0.3 vBohr) in amorphous carbon. Expanding these
measurements, Hattass et al. [41] used thinner foil targets (i.e., 5 nm or about 1 mg/
cm2) and observed non-equilibrium charge state distributions of SHCI after
passage through solid matter. To the degree that initial velocities and foil
thicknesses are known, these measurements allow for a direct determination of the
time needed for SHCI to reach charge state equilibrium in solids. In the following,
we describe these experiments in more detail. The experimental setup for charge
state analysis in transmission geometry is described in Section 2.1.

Charge state distributions are shown in Fig. 4 for Th75+ after passage through
5 and 10 nm thick carbon foils. The initial velocity was 0.43 vBohr. A shift towards
higher exit charge states is observed for the 5 nm (qave=8.2+) as compared to the
10 nm thick foil (qave=2.9+). The equilibrium charge state for thorium ions at
this velocity is about 1.9+ [38]. Almost complete charge equilibration is

Fig. 4. Charge state distribution for Th75+ after passage of thin carbon foils. The initial velocity was

0.43 vBohr. Open squares represent data for passage through 10 nm foils; solid circles represent data for

passage through 5 nm thick foils. Lines drawn to guide the eye.

T. Schenkel et al. / Progress in Surface Science 61 (1999) 23±8436



accomplished in the 10 nm foil, during a time of 10 fs. On the contrary, the time
of 5 fs that ions spend in the 5 nm foil is too short for complete de-excitation.

In this experiment, transmitted projectiles are detected after ¯ight times of a few
microseconds, long enough for the decay of any surviving inner-shell vacancies.
Fluorescent yields for thorium M-shell vacancies are00.1 [42], and most vacancies
decay through Auger transitions. In an estimated upper limit, the projectile charge
state increases by +3 in the course of cascading processes outside the solid [43]
following the ®lling of each surviving M-shell vacancy. For fully equilibrated
projectiles, where all inner shell vacancies are ®lled inside the solid, exit charge
states 1+ and 2+ could stem from loss of loosely bound electrons (via Auger
processes) when ions exit the foil [43]. Electronic con®gurations of transmitted
projectiles can not probed directly in this experiment. However, charge state
distributions in Fig. 4 are consistent with the presence of at average less than one
M-shell vacancy after passage of the 10 nm thick foil, while for the 5 nm foil at
average about 2 of the initial 13 M-shell vacancies of Th75+ survive.

Fig. 5 shows qave for Xe44+ versus projectile velocity, v, ranging from 0.23 vBohr
to 0.43 vBohr. The dotted line gives a comparison to calculations of mean
equilibrium charge states, qeq, using Bohr's stripping criterion �qeq � Z 1=3

ion �
vion=vBohr� [38,43,44]. Values for qave show only a weak increase for the 10 nm
thick foil, in reasonable agreement with values calculated using the Bohr formula.

Fig. 5. qave of Xe44+ ions after transmission of thin carbon foils vs initial projectile velocity. Open

squares represent data for passage through 10 nm foils, solid circles represent data for passage through

5 nm foils. Dotted line: Bohr criterion; dashed line: Eq. (2); solid line: Eq. (4) [41].
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However, the qave for the 5 nm foil increase signi®cantly, indicating incomplete
equilibrium once the time spent inside the foil is reduced below about 7 fs.

An approach to describe the development of ion charge states in solids has to
consider two contributions: the response of the electronic system of the target and
pertinent atomic collision parameters [1,43,45]. In a rigorous treatment, non-linear
screening has to be considered and knowledge of cross sections for multiple
electron capture processes is required. In a simple linear response approximation
[46], Hattass et al. [41] assume that de-excitation follows an exponential decay
from the initial charge state, qi, to the equilibrium charge state, qeq. The approach
to equilibrium is then given by:

q�x� � qeq � �qi ÿ qeq�eÿax=v �2�

Here, x is the depth coordinate and a is an equilibration rate comprised of
contributions from the electronic response of the solid, l, i.e. the inverse
relaxation time of the electron gas [47,48], and a de-excitation rate averaged over
multiple atomic transitions, g. qeq was calculated for each velocity from Bohr's
stripping criterion. A least-square ®t for Xe44+ to this formula (Fig. 5) yields a
value of a=4.7� 1014 sÿ1.

The ®t obtained when assuming a simple exponential decay describes the
general trend of data in Fig. 5. However, the agreement is much improved when
the in¯uence of electronic response of the target electronic system and atomic
transition rates are treated separately. In this scenario, screening is not complete
immediately after projectiles enter the solid, but requires a ®nite build-up time.
Transition rates for the ®lling of inner shell vacancies are then limited by the
number of electrons in the screening cloud. Once the population of screening
electrons saturates, neutralization proceeds again by simple exponential decay.

This can be expressed in a ®rst-order linear di�erential equation:

dq

dt
� ÿg�1ÿ eÿlt�q �3�

With boundary conditions q(t=0)=qi and q(t=1)=qeq and setting t=x/v it
follows that:

q�x� � qeq � �qi ÿ qeq�eÿg
x
v e
ÿ
g
l

�
eÿl

x
v ÿ1

�
�4�

A ®t to this formula (Fig. 5, solid line) gives l=4.3� 1014 sÿ1 and g=7.6� 1014

sÿ1 for Xe44+.
Typical ®lling times for inner shell vacancies in hollow atoms are 010ÿ16±10ÿ15

s [49,50]. The ®nding of charge equilibration times of only07 fs demonstrates that
multiple transition cascades have to proceed in parallel to facilitate this rapid de-
excitation. The concept of a built-up time or electronic response time of about 2 fs
has to be validated in measurements with target materials with di�erent electronic
response functions.
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Measurements of neutralization of SHCI have also been carried out in grazing
incidence geometry [1]. Winecki et al. [17,51] have observed very e�cient
neutralization for Cq+(q=2, 4, 6), Arq+(q=4±17), and Feq+ (q=5, 10, 15, 22)
scattering from a graphite surface at grazing incidence. The ®nal charge state of
the projectile is independent of the initial charge state and only dependent on the
projectile velocity, i.e. the projectile reaches charge state equilibrium during the
encounter. The key point here, as in the carbon foil experiments discussed above,
is that the carbon substrate does not have occupied orbitals with su�cient energy
overlap to directly populate (side feeding) the inner shell vacancies (K- and L-shell
of the projectile). These authors model the neutralization with side feeding into
intermediate shells (M-shell for Ar) and subsequent Auger and radiative
transitions to ®ll the inner shells. They ®nd the atomic transitions rates are
su�cient to allow complete ®lling of the inner shells. This model points to the
electron gas density of the surface as the cause of the neutralization.

Huang et al. [18,52] have also observed very e�cient neutralization for large
angle scattering (incident angle 258, exit angle 758) for slow highly charged argon
ions scattering from a Au(111) surface. For all initial charge states (q=6, 7, 9, 11,
13, 15), at least 50% of the scattered particles were found to be neutral. This is
remarkable since the projectile scatters at one Au atom. However, very strong
shell e�ects in the neutralization were, nevertheless, observed. For Ar7+ the yield
of multiply charged scattered ions is about three orders of magnitude lower than
that of singly charged scattered ions. However, when the incident ion carries one
or more L-shell vacancies (qr 9), the yield of multiply charged scattered ions
increases by two orders of magnitude. This is a much larger e�ect than observed
in grazing scattering (a factor of two) [1,17]. This discrepancy (the strong shell
e�ect) could be attributed to the short time the large angle scattered projectile
spends near the surface on the out-going trajectory, i.e., L-shell ®lling is
incomplete when the ion leaves the surface.

Meyer et al. [53] have investigated neutralization of single and multiply charged
ions on insulator surfaces (LiF) in grazing incidence. Surprisingly, a signi®cant
enhancement in the neutral fraction was observed for the multiply charged ions
compared to the singly charged ions. This e�ect was interpreted as arising from
the blocking of neutralization of the singly-charged projectiles due to the lack of
available levels quasi-resonant with the target valence band, and the bypassing of
this bottleneck by the multiply charged projectiles via capture into excited states
which can relax by Auger de-excitation. For metals this e�ect is not observed. For
the multiply charged projectiles, no e�ect of initial charge state on the ®nal charge
state was observed, i.e., complete neutralizations was achieved.

3.2. Charge state dependent energy loss

Energetic ions traveling in solids lose kinetic energy in collisions with target
electrons and nuclei [38,54,55]. Energy loss is a function of the projectile charge
state in the solid [56±58]. As we have seen in the previous section, charge states of
SHCI are far in excess of their mean equilibrium charge state in solids.
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Consequently, the ®nite de-excitation time (Section 3.1), teq, should result in pre-
equilibrium contributions to energy loss processes along a charge state
equilibration length, Dxeq [59].

Schenkel et al. [60,167] have measured the energy loss of slow (v=0.3 vBohr),
SHCI transmitted through thin foils using TOF spectrometry (see Section 2.1 for
experimental details). The dependency of energy loss on projectile charge is shown
in Fig. 6. Here, a constant velocity of 0.3 vBohr was used for ions of all species and
charge states. Projectiles and initial kinetic energies were: 86Kr, 197.7 (21); 136Xe,
312.4 (22) keV and 197Au, 454.4 (23) keV. Using a thinner target, lower ion
velocities and higher charge states, these results extend the studies of Herrmann et
al. [61], where no e�ect of incident ion charge on energy loss was found for ions
up to Ar16+, to a regime where the onset of charge e�ects can be observed.
Juaristi and Arnau [62] performed density functional theory calculations
predicting a decreasing energy loss in the presence of one K-shell vacancy in
oxygen ions. However, these results can only be tentatively compared, since
calculations considered only electron-hole pair excitations of target valence
electrons at the Fermi level as mechanisms for energy loss. Unfortunately, the
experimental technique does not allow di�erentiation of inelastic and elastic
contributions to energy loss processes.

For xenon- and gold-ions, DEave increases strongly with charge. Energy loss in
the foil is the sum of contributions to stopping processes before, (dE/dx )pre, and
after, (dE/dx )eq, a dynamic charge-state equilibrium is established. Both

Fig. 6. Average energy loss of Kr14,28,30,33+, Xe36,44,49+, and Au33,44,51,58,64,69+ in a thin carbon foil

[60,167].
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equilibration length, Dxpre, and pre-equilibrium stopping power, (dE/dx )pre, are a
function of the projectile charge state, q. In an attempt to estimate values for
Dxpre, teq and pre-equilibrium stopping power enhancements, Schenkel et al.
[60,167] assume a simple power law dependency of Dxpre and (dE/dx )pre on q.
With values for de-exciting times from measurements of charge state distributions
of transmitted ions, the resulting increases of pre-equilibrium over equilibrium
stopping powers during de-excitation are a factor 2 along an equilibration length
of 4±5 nm (teq1 7 fs). In the absence of a critical number of inner shell vacancies,
for example for ions like Kr33+, de-excitation processes at and below the surface
are too fast (teq R 1 fs, Dxpre R 0.7 nm) and pre-equilibrium stopping power
increases are too weak (dE/dxvpre < 2 dE/dxveq) to allow for strong contributions
to energy loss processes before de-excitation is completed.

The interaction of SHCI with solids can be described in terms of hollow atom
formation above and below the surface [1,2]. Inside the solid, neutralization of the
projectile charge by a screening cloud of target electrons requires an extreme
degree of target polarization, involving over ten carbon atoms to provide the
charge required to neutralize a Au69+ projectile. Inside insulating targets, a lack
of free electrons inhibits e�cient screening of projectiles and Biersack had
suggested that this reduced screening results in pre-equilibrium energy loss
enhancements due to long-range Coulomb interactions [58] between projectile
nuclei and ionic cores [15]. Evidence for this e�ect was observed by Briere et al.
[15] who measured a higher energy loss for Ar16+ when passing through the CaF2

layer rather than the carbon layer in a thin (015 nm) CaF2-carbon bi-layer foil
target. Au69+ on carbon represents an asymmetric combination of a heavy
projectile incident on a light target. Here, direct ®lling of M-shell vacancies in
gold projectiles by target electrons is strongly inhibited. Only projectile levels with
principal quantum numbers n 1 6±10 can be populated directly. The charge
distribution in the hollow atom is characterized by electrons in the initially ®lled
K- and L-shells and by electrons in highly excited states. Intermediate levels with
n1 3±5 are ®lled in the course of de-excitation. Screening of the projectile nuclear
charge is reduced at distances from the nucleus equal to the radii of these empty
levels. Averaging over all impact parameters, this can be interpreted as an
increased e�ective charge of hollow atoms. Scaling of the electronic stopping
power with the square of an e�ective ion charge was proposed to estimate charge
state dependent electronic stopping power increases for slow, highly charged ions
[58,61]. E�ective charge theory is a semi-empirical parameterization that has been
applied successfully to the systematization of energy loss data for heavy ions at
intermediate energies (0MeV/u). The usefulness of the theory for conceptual
adaptation to collisions in the deeply adiabatic velocity regime presented in this
study is consequently rather limited. At atomic transition rates in the order of
1015±1016 sÿ1, screening of the nuclear charge and the interaction potential
between projectile and target nuclei change on the time scale of individual
collisions (00.5 fs). Momentum transfer to target electrons and nuclei in collisions
with impact parameters comparable to the radii of unoccupied levels in the
transient hollow atom is increased over corresponding values for projectiles in
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equilibrium. The complexity of charge changing dynamics hasÐso farÐlimited
more re®ned theoretical treatments of charge state e�ects on (electronic) stopping,
such as density functional theory, to hydrogen and helium ions in free electron
metals [63,168]. The e�ect of K-shell vacancies has been approached recently as
described [62].

Energy loss has also been measured for ions re¯ected from surfaces. Khemliche
et al. [64] have observed an enhanced energy loss for N7+ compared to N6+ for
scattering from an Al(110) surface. This result is in contradiction to the prediction
of Arnau [65] that the stopping power would decrease with increasing number of
K-vacancies for nitrogen projectiles impinging on an aluminum surface.
Uncertainties in the measurement stem from the e�ect of the image charge
acceleration (change of the scattering trajectory) and the plasma source potential
(change of the initial energy). Very recently, this controversy was addressed in a
detailed experimental and theoretical study by Juaristi et al. [67].

Winecki et al. [66] have shown the energy loss for highly charged argon ions
(Ar2,16+) at grazing incidence on a graphite surface to be very sensitive to the
angle of incidence. They have observed a weak in¯uence of the initial charge state
of the projectile on energy loss, which can be explained by the image charge
acceleration in front of the surface. Apart from this e�ect, energy loss for highly
charged argon ions does not depend on the initial charge state of the projectile.
The energy loss results agree with the predictions by a modi®ed Firsov model
[54,67,166] when the image charge acceleration is considered.

Using a similar modi®ed Firsov model with electron capture, Auger transitions,
and image charge acceleration, Huang et al. [16] were able to describe many of the
features of the energy loss for large angle scattering of Ar9+ from a Au(111)
surface. Both Huang et al. [16] and Winecki et al. [66] came to the same
conclusion that neutralization and inelastic energy loss occur during the incoming
trajectory for both grazing geometry and large angle scattering geometry.
Interestingly, a correlation between inelastic energy loss and exit charge state is
observed for the large angle scattering. However, the change in energy loss with
exit charge state is less than 2% of the energy loss.

3.3. Electron emission

Since the potential energy of the HCI is transferred to the solid surface on the
femtosecond time scale (see Section 3.1), the electronic system of the surface is the
initial recipient of the energy. One probe of the electronic response is the energy
and yield of the emitted electrons. The dynamics of the energy transfer process
can be followed to some extent by monitoring the electron emission as a function
of the velocity and the angle of incidence of the HCI. The research groups at the
Hahn-Meitner-Institut, Technische UniversitaÈ t Wien, WestfaÈ lische Wilhelms-
UniversitaÈ t MuÈ nster, Lawrence Livermore National Laboratory, and the
Rijksuniversiteit Groningen have made progress in understanding the dynamics by
these methods.

Khemliche et al. [68] have studied the KLL-Auger spectrum arising from
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grazing incidence 6 keV O7+ projectiles as a function of LiF coverage (up to one
monolayer) on a Au(111) substrate. The astonishing similarity, with respect to
KLL-Auger emission, between a single LiF monolayer on Au(111) and a LiF bulk
surface indicates that the large band gap of the latter is not the limiting factor in
above surface neutralization of highly charged ions. On the clean Au(111)
substrate Auger peaks at 467 and 481 eV are observed for O7+ which have been
assigned to a slow L-shell ®lling process above the surface. The intensity of these
peaks is a direct signature of the e�ciency of the above surface neutralization. On
the bulk LiF surface and the one monolayer LiF on Au(111) the intensity of the
467 and 481 eV peaks are greatly reduced if not entirely removed, suggesting the
above surface neutralization is much less e�cient for these surfaces. The one
monolayer LiF ®lm does not have the large bandgap of the bulk LiF surface, but
does retain the high electron binding energy of the F(2p) electrons. The large
bandgap of the bulk LiF surface should prevent captured electrons from being
lost into target empty states, suppressing the L-shell ®lling above the surface.
However, since the monolayer LiF surface exhibits the same Auger spectrum as
the bulk LiF surface, the e�ectiveness of resonant electron loss as a speeding-up
mechanism in the ®lling of inner shells is questioned.

In another exciting advance, Niemann et al. [69] have reported evidence for the
creation of both surface and bulk plasmons due to the neutralization of multiply
charged neon ions, q=1-6+. The decay of the plasmon induces an electron that
may escape from the surface. The plasmon creation signal is observed as electrons
emitted at 6.5 and 11 eV, which correspond to surface and bulk plasmons,
respectively. As a primary mechanism for plasmon production, the capture of a
conduction band electron into the L-shell of the Ne projectile provides the excess
energy for plasmon creation similar to the mechanism proposed by Baragiola and
Dukes [70]. An important point is the resonance requirement for the plasmon
production. Due to energy conservation, the energy required for plasmon creation
must be close to the potential energy liberated by the projectile. For the bulk Al
plasmon the resonance condition is 15±20 eV and is ful®lled by Ne with a single
vacancy in the 2p orbital if the captured electron comes from the screening cloud.
For highly charged ions the resonance condition will only be reached at the end of
the neutralization process. The probability for multiple plasmon production to
accommodate higher potential energy transfers is not addressed.

Lemell et al. [21] measuring number statistics of emitted electrons in coincidence
with projectile scattering have demonstrated that they can separate potential from
kinetic electron emission. Using this technique they have determined that for Ar8+

scattering from Au(111), potential electron emission occurs above the surface and
is independent of parallel velocity by comparison to previous normal incidence
measurements [1]. For these very low perpendicular energies (137 eV) and for
projectiles with no K- or L-shell holes, it is likely that neutralization occurs
entirely above surface.

Diez Muino et al. [71] have used density functional theory to calculate the rate
of LCV Auger processes for the interaction of Ne and N ions with Au and Al
substrates. In this LCV Auger process, the ®nal localized state is an L-shell state
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bound to the ion; the initial continuum (C) electronic state is centered around the
ion (the screening cloud); and the extended valance (V) electron states respond in
the process in providing electron-hole pair and plasmon excitations. These rates
are close to those required to explain the experimentally measured Auger spectra
[1,40].

Diez Muino et al. [72] and Arnau [73] have continued to develop the use of
density functional theory to describe the screening of the HCI by an electron
cloud from the valance band. The calculated L-Auger transition rates for Ne9+ in
a free electron gas (Au electron density parameter rs=1.5 or Al rs=2.0) are the
same order of magnitude as those obtained for isolated atoms. They obtain
atomic-like rates only because the screening cloud has atomic-like character.
Calculated rates without the perturbation of the target electrons are an order of
magnitude slower. This result is in accordance with the ®ndings of Hattass et al.
[41] that the neutralization time is roughly similar to the linear response theory
predicted screening time (see Section 3.1). The radiative recombination rates for
K-vacancies in Ar17+ in a free electron gas show a large in¯uence (increased rate)
of the nonlinear distortion of the valance band.

Niemann et al. [74] have measured the yield and kinetic energy of the low
energy electrons emitted when N6+ ions impact a Au surface. A single stage
spectrometer was used to obtain reliable (absolute error 250% for energies less
than 10 eV) electron measurements down to a few eV. The kinetic energy of the
projectile was varied between 90 eV and 60 keV. At low kinetic energy (90 eV) the
time spent above the surface is long enough that nearly all of the electron
emission per primary ion can be accounted for by above surface processes.
However, even in this case, the K-shell vacancy is not ®lled 90% of the time until
the ion penetrates the surface. For 270 eV projectiles the K-shell is not ®lled 99%
of the time until the ion penetrates the surface. Interestingly, for 60 keV
projectiles nearly all of the electron emission is a result of below-surface processes
(i.e., the time spent above surface is too short for substantial electron emission).

In more recent work by Niemann et al. [75], the angular distribution of the
emitted electrons is measured for Ne9+ ions impinging on an aluminum surface.
The measured angular distribution contained a constant portion and a cosine y
dependent portion, where y is measured with respect to the surface normal. The
low energy electrons were nearly independent of emission angle, whereas, the
higher energy emission was more angle-dependent. The interpretation suggested by
these results is that the low energy (04 eV) emission occurs above surface or at
the surface, whereas, the higher energy emission occurs below the surface. The
higher energy emission originating below the surface and emitted at grazing exit
angle will travel through cosine y more aluminum surface before exiting than
electrons emitted along the surface normal.

Grether et al. [40] have also studied the KLL and LMM Auger electron
emission for Ne9+ impinging on Al as a function of projectile energy in the range
of 0.1±22.5 keV. The structure of the KLL maximum change dramatically with
impact energy due to the onset of charge transfer between target Al and projectile
L-shells. At the lowest velocities the L-shell has low occupation numbers (nL=2±
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3) and hence the K-Auger electron emission is dominated by KL1L1 transitions.
At higher velocities, the charge transfer cross sections increase leading to larger L-
shell occupation numbers (nL r 4) and hence the K-Auger electron emission
reveals much larger contributions from KL2,3L2,3 transitions. L-Auger electron
emission decreases very quickly with projectile energy. This is due to two e�ects.
First is the L-shell holes are ®lled by charge transfer from the target Al to the
projectile. The charge transfer cross sections increase with velocity. Second is the
attenuation of the electron emission with depth of origin in the solid surface. The
inelastic scattering of these low energy electrons limits the depth from which these
electrons can escape. The results were described by a `cascade' model for the
®lling of the hollow atom. The cascade model predicts the lifetime of the K-shell
hole in this case to be about 10 fs in good agreement with the neutralization
measurements presented in Section 3.1.

Ducree et al. [76,77] have made a very exciting observation of an Auger electron
transition they have labeled KLVw. The Vw refers to the resonant Rydberg level
for above surface charge transfer. While the quantum number for his state evolves
the energy remains at the target work function, W. This transition is only
observed at very low perpendicular velocities of the projectile (i.e. grazing
incidence and 010 eV� q ) and for metastable projectiles such as metastable C4+

(1s2 s) or metastable Ar8+ (1 s22 s22p53 s). The metastable con®guration is
required so that a 2 s or 3 s electron can ®ll the K- or L-shell hole, respectively,
before bulk surface penetration. The low perpendicular velocity is required
because of the low transition rate for this feature. This result appears to be in
contradiction to the above-surface cascade model, which has been invoked
previously to explain the increase in above-surface potential electron emission with
decreasing perpendicular velocity [22]. The KLVW transition suggests that many
of the captured electrons remain in the VW level in the above-surface interaction
phase, otherwise one might expect to observe this feature in non-metastable
projectiles, like C5+ or Ar9+, which is not the case. In accordance with other
measurements described above, Ducree et al. [76,77] were also able to show that
the dominant L-Auger emission originates from inside the surface for Ar9+ and
metastable Ar8+ impinging on Si(100). They also present indirect evidence for
very e�ective MCV Auger ®lling transitions inside the surface, where (C) refers to
the screening cloud induced by the ion inside the surface.

Thomaschewski et al. [78] have studied KLL Auger emission eliminating
subsurface contributions for N6+ on Au(111). Subsurface emission was removed
from the measurements by using grazing incidence trajectories where all the
projectiles are re¯ected by the ®rst atomic layer. It was shown by Doppler shift
analysis of the electron energies that emission from the hollow atom states
(incomplete L-shell) occurs after image charge acceleration of the projectile but
before it is re¯ected from the surface, and the emission with ®lled L-shell occurs
after re¯ection. Utilizing the refraction of the emitted electron by the surface
potential barrier, the height of emission could also be assessed. The un®lled L-
shell Auger emission (nL=2) occurred higher above the surface than the nearly-
®lled L-shell Auger emission (nL=5±6).
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In an extension of their previous work on N6+ on Au(111), Thomaschewski et
al. [79] demonstrate that penetration of the ®rst atomic surface layer does not
signi®cantly change the observed K-Auger emission. The K-Auger emission is
deconvolved into substantially un®lled L-shell (nL=2) emission and nearly-®lled
L-shell (nL r 3) emission. The L-shell ®lling is smoothly dependent on the
perpendicular velocity of the projectile and not on trajectories penetrating the ®rst
atomic layer. They conclude that the appropriate de®nition of the surface in this
case is the border of the electron gas.

In another study utilizing the non penetrating nature of grazing incidence
trajectories, Morosov et al. [80] have measured the correlation between the
emission of K-Auger electrons and the low energy secondary electrons for O8+

and O7+ impinging on a LiF crystal surface. The low energy secondary electron
yield increased with decreasing number of K-Auger electrons observed. The
implications is that K-Auger electrons emitted toward the surface, but that do not
escape, produce a measurable (the number of low energy electron is increased by 3
per projectile) increase in the secondary electron yield.

HaÈ gg et al. [81] and Ducree et al. [82] have used the classical-over-the-barrier
(COB) model and an extended, dynamical COB model, respectively, to investigate
the above surface neutralization of slow, highly charged ions in front of ionic
crystals. The major di�erences between ionic crystal surfaces and metal surfaces
are the large work function, the large band gap and the dielectric response. The
COB model as formulated by HaÈ gg et al. [81] predicts that the e�ects of the
increased work function will dominate the e�ects due to the dielectric response.
For example, the critical distance for ®rst capture will be much closer to the
surface and the principal quantum number at ®rst capture will be signi®cantly
smaller for an ionic crystal surface as opposed to a metal surface. The dynamical
COB predicts similar e�ects, but also includes local surface charges. The e�ects of
increased work function seems to be balanced by the dielectric response and local
surface charging to produce a similar energy gain for SHCI approaching metal or
insulator surfaces. Energy gain due to the polarization of the surface (image
acceleration) is in agreement with recent experimental values for SHCI on LiF
[83].

Schenkel et al. [19,164] using a pulse height distribution method (see Section
2.2) have compared the relative secondary electron yield for hydrocarbon covered
Au(111) and an SiO2 (150 nm on Si) surface as a function of incident ion charge
from 1+ to 75+. For q>5+ the secondary electron yield was always smaller for
the SiO2 surface than the gold surface, reaching a factor of two for Th75+

primary ions. A possible explanation for the lower secondary electron yield of the
SiO2 surface could have been the di�erent work functions of the material (011 eV
for SiO2 versus 05 eV for gold). However, in an extension of this work
Niedermayr et al. [84] have shown that clean graphite and clean gold surface with
the same work function have di�erent secondary electron emission yields. Higher
yields are observed from the highly-oriented pyrolytic graphite surface than from
the clean gold surface. The dielectric response and/or the plasmon response of the
surface may play a larger role in the subsurface emission than the work function.
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This is just the opposite of what was reported for the calculations for above-
surface response.

Good summaries of the electron emission mechanisms and considerations were
given by Stolterfoht et al. [85] and Lemell et al. [86].

3.4. X-ray emission studies

Hollow atoms for high Z, highly charged ions (Z>18) have been studied
mostly by means of X-ray spectroscopy, while Auger electron spectroscopy is used
mostly for lighter SHCI. Hollow atoms are produced via charge transfer from the
surface to the ion which starts when the potential barrier decreases below the
value of the work function W. The formation of hollow atoms can be described
according to the `over-barrier-model' (OBM) at relatively large distance from the
surface (approximately at dc1 �p 2q�=W (a.u.)). The OBM predicts also that
electrons start to be transferred from the surface into Rydberg states n of
equivalent energy, i.e. n1q= W

p
(a.u.). One can prepare a `hollow atom' in

di�erent con®gurations. For example, Ar9+ on Au has dc=22 a.u. into n=10,
and U92+ on Au has dc=65 a.u. into n=100. `Hollow atoms' are complex
multiply excited atoms with vacancies in the inner most shells and electrons in
quasi-stationary high Rydberg states.

The Auger or photon cascades, which could ®ll the inner levels of the `hollow
atom,' are, however, too slow compared to the time the ion spends above surface.
The ion is still in a highly excited state when it reaches the surface. The time
between ®rst electron capture and impact on the surface can be controlled by
varying the approach velocity of the ion. A lower limit for the approach velocity
is given by the image charge acceleration. When a slow highly charged ion
approaches a metallic or insulator surface with a given dielectric constant, a
negative image charge is formed on the surface, which provides an attractive
potential. This results in an acceleration of the ions during the approach towards
the surface plane. A calculation based on the OBM produces an energy gain: Vq+

im

1 ÿ (W/4)(q 3/2). This formula has been tested in scattering experiments [87] and
by electron emission measurements for highly charged ions [22]. With the work
function W 1 4 eV for a metal surface the image energy is Vq+

im 1 30 eV for
q=10.

When the ion starts to penetrate into the bulk high-n electrons of the hollow
atom are stripped o�. Closer collisions with lattice atoms change the structure of
the hollow atom into a `hollow atom of a second kind'. The transfer of electrons
occurs into lower states (e.g., via so called `side feeding' [88]). The n values depend
on matching energy levels in the ion and the solid. From these lower n states
electrons can cascade into inner-shell vacancies giving rise to hard X-rays. The ion
relaxes until it reaches its equilibrium charge state after a few layers. The time
period from ®rst electron capture to the complete relaxation is in the order of
femtoseconds. Within this time the total energy of the ion is deposited. In most of
the measurements, the X-rays from transitions in `hollow atoms of a second kind'
have been observed [2,36,89±95]. An additional process that ®lls inner shell states
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directly inside the solid is an Auger transition from the conduction or valence
band into inner shell states of the ion. The importance of this Auger
neutralization process was already predicted by Hagstrum [96]. Both the dynamics
of the neutralization process and the atomic structure of the multiply-excited
hollow atoms present challenging many-body problems. Atomic structure
calculations used to explain the measured electron and X-ray spectra have usually

Fig. 7. Overview of X-ray emission spectra following H-like and fully stripped Arq+, Feq+, and Krq+

ions incident on solid surfaces. The Ar17+ spectrum has been measured using a calorimeter detector.

All other spectra were measured using Ge solid state detectors.
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treated atomic states in vacuum instead of considering crystal ®elds and induced
®elds from conduction and valence electron screening at the solid surface or inside
the bulk.

In a variety of experiments the time evolution between the population of the
outer shell states and subsequent decay of the inner shells has been studied. Using
high-resolution X-ray spectroscopy, satellite lines (e.g., KLn lines from one K-shell
vacancy and n electrons in the L-shell) can be observed. Energies and intensities
depend on the vacancy con®guration at the time of a radiative relaxation. If one
knows the initial con®guration from measurements on monatomic targets then the
K X-ray emission following surface interactions can act as a clock, revealing
electron rearrangement times on a time scale of 10ÿ16 s.

3.4.1. K-shell X-ray emission
Ar K X-ray emission following the impact of Ar17+,18+ ions over a wide range

of impact velocities on a variety of surfaces have been investigated systematically
[36,50,90±93,97].

Investigations of hollow atom formation above insulators as compared to
metals have revealed detailed information on de-excitation processes
[1,64,68,80,81,83,92,97,170,171]. The possible backscattering of very slow highly
charged ions from insulator surfaces following charge built up on the incident
trajectory has stimulated both controversial discussions [92,170,171] and ongoing
investigations [97].

Fig. 8. K X-ray emission spectrum from the radiative de-excitation of 357 keV Xe53+ ions incident on

a Au target.
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Figs. 7 and 8 show a series of K X-ray spectra from H-like and bare Ar, Fe, Kr
and Xe ion impact on metallic surfaces. No distinction between any above or
below emission of K X-rays can be made from the observation of these spectra. It
is assumed that the emission of these spectra results predominantly from the
radiative de-excitation below the surface. The fact that even the highest charged
ions are neutralized within fs in a few nm raises the question what processes are
responsible for the fast neutralization and ®lling of the inner shell vacancies.
Resonant neutralization, side-feeding, Auger neutralization, electron promotion
(or `demotion') are considered on the basis of level matching conditions as
illustrated in Fig. 9. Characteristics of K X-ray emission are used to analyze the
®lling times.

The Auger neutralization model was developed to understand the interaction of
singly charged ions with surfaces. It assumed that, inside the solid at very low
velocities, the ions may form a transient molecular compound with few target
atoms. The model also assumed that electron transfer from the atoms of the solid
to the excited states of the ion is accompanied by the emission of another electron
into the continuum to ensure energy conservation. Such a model may be extended
for highly charged ions and for the ®lling of inner shell vacancies. Through an
Auger neutralization process, K-shell electrons of C-target atoms may be able to
directly populate deeper excited levels of highly charged projectiles than predicted
by the resonant transfer model. One target electron of the K-shell of carbon ®lls

Fig. 9. Selected energy levels for a number of target materials (C, O, Cu and Au) in comparison to

levels in hydrogen-like Ar, Fe, Kr and Xe ions.

T. Schenkel et al. / Progress in Surface Science 61 (1999) 23±8450



the inner shell of the ion while a second electron is ejected into the continuum.
The Auger transition rate being maximum when the energy of the ejected electron
is minimum, this process is then strongly selective for the level population of the
ion.

By comparing the mean time for the ®lling of one L-vacancy in hollow atoms
with the LMM Auger rate, it might be possible to get qualitative information on
the relative importance of the side feeding of n>2 levels and on the ®lling of the
L-shell by the Auger decay.

The radiative de-excitation of 7 kV/q Fe25+, Fe26+, Kr35+, Kr36+, and Xe53+

and Xe54+ ions was measured by Briand et al. [50,97] for normal incidence on
surfaces of di�erent target materials such as Au and SiO2. The X-rays emitted in
¯ight by these ions were observed with intrinsic germanium detectors of 200 mm
area and 180 eV resolution at 6 keV. The Ka- lines consist of a complex array of
KLn satellite lines corresponding to all the transitions of an L-electron to the K-
shell in the presence of any number of L-spectator electrons. These satellites
cannot be separated with a Si(Li) or germanium detector, but the mean energy of
the measured line gives the mean number of L-electrons present at the time of
decay (Tables 1 and 2, [50]). This has been veri®ed and demonstrated [91,169] for
Ar17+ and Ar18+ by comparing the same spectra recorded with a Si(Li) detector
with those measured using a crystal spectrometer. It is noted that the Ar K X-ray
spectrum in Fig. 7 for Ar 17+ ions, following impact on a Be target, has been
measured using a micro-calorimeter detector [37]. It was demonstrated with that
measurement that nearly the same resolution as with a crystal spectrometer can be
achieved, while the detection e�ciency was enhanced by orders of magnitude.

As shown in Fig. 7 and Table 2, the energy of the Ka-line from Fe25+ ions is

Table 1

Experimental and theoretical values for KLn satellite lines in Feq+ and Krq+ ions [50]

Line Fe25+ Fe26+ Kr35+ Kr36+

Experimental energy (eV)

Ka s 6555 6535 12,935.5 12,917.4

Ka h 6867 13,389

Line Fe Kr

Theoretical energy (eV)

Ka s
2 neutral 6392 K1L8Mx=6397.5 12,605 K1L8Mx=12,631

Ka s
1 neutral 6404 12,657

Ka h
2 neutral 6558 K0L8Mx=6668 12,990 K0L8Mx=13,018

Ka h
1 neutral 6678 13,047

He-like 3P1 6667 K1L1M0=6684 13,023 K1L1M0=13,068

He-like 1P1 6701 13,114

H-like Ly-a2 6952.5 K0L1M0=6965 13,431 K0L1M0=13,483

H-like Ly-a1 6971.2 13,509
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centered on the KL4 satellite (four L-spectator electrons instead of ®ve as

observed for argon). This result is consistent with the observed shape of the Kb-

line (whose KLn components are more widely separated than for the Ka-line),

which shows that most of the eight satellite lines (except maybe the last KL8 and
KL7 transitions) are present. In the case of Kr35+ the Ka-line is centered on a

KLn satellite, whose mean n-value is 2.7. It appears from the Kb-spectrum

presented in Fig. 7 that only the few KLn lines are present. One of the most

visible features of the Fe and Kr spectra as compared to the Ar case is the

enhanced ratio of the intensities of the Kb-lines to the Ka-lines: 38 and 42% for

iron and krypton, respectively (Table 2). For an equal number of p-electrons in

the n=2 and 3 shells, the transition rates for the Kb-lines compared to the Ka-
lines [50] are between 15 (six electrons in each shell: neutral atom) and 26% (one

electron in each shell: hydrogenlike ion). The mean number of M-electrons (of the

3p level) is always about two times as large as the number of L-electrons. As

reported earlier [50] for the case of Ar, the M-shell is then roughly closed when

the L-shell is empty (a similar conclusion may also be drawn for the N-shell for

Kg-lines). This means, that the ion is quickly fed with electrons to reach its

equilibrium charge state.

The ®rst result of Tables 1 and 2 is the decrease of the mean number of L-

spectator electrons present at the time of the K-vacancy ®lling as a function of the

atomic number of the ion. 5, 4.2 and 2.7 L-spectator electrons are present for

argon, iron and krypton hydrogen-like ions, respectively. The ions are quasi-

neutralized, i.e., have comparable L-shell ®lling rates for an equal number of

electrons (the Auger rate, e.g. for the LMM transitions varies slowly with Z ). The

L-shell ®lling rate is, however, also faster owing to the larger number of electrons
in the outermost shell for ions with larger atomic mass numbers (i.e. a factor 2

between Ar and Kr). This result shows the e�ect of the fast decrease of the K-

shell lifetime as a function of Z (the radiative lifetime is tk0Z 4), which leads to a

relatively faster ®lling rate for the K-shell than for the L-shell for increasing

atomic numbers.

The second result is obtained by comparing the numbers of L-spectator

Table 2

Mean number of L-spectator electrons and Ka, Kb, and Kg relative line intensities (corrected for ¯uor-

escence yields and number of L-spectator electrons during hyper-satellite cascades) [50]

Ions Ar17+ Fe25+ Kr35+

KaL(x ) KaL(5) KaL(4.2) KaL(2.7)

I(Kb )/I(Ka ) 0.3 0.38 0.42

(No. eÿM>No. eÿL) (No. eÿM>No. eÿL)
(No. eÿN>No. eÿL)

I(Kg )/I(Ka )
Ions Ar18+ Fe26+ Kr36+

KasatL
(x ) KaK(5.4) KaL(5.3) KaL(3.2)

KahypersatL
(x ) KaL(3.8) KaL(3.8) KaL(2)

No. of additional Leÿ 2.6 2.5 2.2
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electrons, n, for Fe25+ and the ®rst K-transition for Fe26+ (where two K-
vacancies cause hypersatellite lines), which are found to be 4.2 for Fe25+ and 3.8
for Fe26+. This observation can be explained by considering that the lifetime of
the K-hole is about two times shorter when two K-holes are present instead of
one [98]. Since the L-shell ®lling rate in this case is roughly the same for Fe26+

and Fe25+, this means that the Ka-line is emitted in a shorter time for Fe26+ than
for Fe25+ and then for fewer L-electrons. A similar e�ect is also observed with
Kr35+ and Kr36+ ions (n=2.7 for Kr35+ and 1.9 for Kr36+).

A third result that can be extracted from the Table 2 is the mean time for the
®lling of an L-vacancy, which can be deduced from the energies of the satellite
and the hypersatellite lines for a given element. For the bare ionic Fe26+ and
Kr36+ two K-vacancies are sequentially ®lled through the hyper-satellite-satellite
cascade [50]. By looking at the electronic con®guration of the ion at the times of
the ®lling of the two K-holes (satellite and hyper-satellite lines), it is possible to
observe separately two steps of the time evolution of the electronic con®guration
of the hollow atoms, using that the two lines are produced one after the other. A
completely di�erent KLn distribution was observed, where more L-electrons are
present for producing the satellite spectrum than on the hypersatellite one, which
demonstrates clearly the stepwise ®lling of the L-shell [91,169].

The lifetimes of the states during the cascade of LMM and LNN Auger
transitions ®lling the L-shell (KL1-KL2-KL3) vary slowly [91,169]; and lifetime are
of the order of 5� 10ÿ16 s [99]. The stepwise ®lling of the L-shell of the ion may
be described in the same way as the decay of a radioactive series by the Bateman's
equations [50]. The individual lifetimes take into account the two decay channels
of any KLn state: the ®lling of the K- and L-shells. From the K- to L-branching
ratio and the ¯uorescence yields one can obtain the probability to observe, at a
given time, a Ka-line with a given number of L-spectator electrons. If the Ka-line
is emitted at a certain time t1 one observes a given KLn array of satellites, (which
must be di�erent at a decay time t2), this KLn array of satellites then provides
some `snapshots' of the electronic con®guration of the ion at this time. When two
successive Ka-lines are emitted in ions having two K-holes, one can then obtained
two successive `snapshots' of the electronic con®guration at two di�erent times.
For the Ar hypersatellite and the satellite transitions Briand et al. showed [91,169],
that the ®rst (hypersatellite) Ka-transition is emitted when only few L-electrons are
present (n=3.8), while the second transition occurs in the presence of a larger
number (n=5.4) L-electrons. Here, corrections for variations in ¯uorescent yields
were included [100], Table 2.

The mean number of L-electrons present at the time of the second K X-ray
emission is, for argon, increased by 1.6. The increase by +1 stems from the fact
that one L-shell electron has made a transition into the K-shell in the ®rst Ka-
transition. The time that separates the emission of the ®rst (hypersatellite) from
the second K-transition is, for the K1L5M8 con®guration, of the order of 10ÿ15 s.
The mean time for the ®lling of an L-hole, around a mean value of 5.4 L-
spectator electrons, would then be [10ÿ15 (s)]/2.6 1 4 � 10ÿ16 s, i.e. in agreement
with the theoretical estimates for the partial lifetime of the LMM (plus LNN,
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LNO Auger transitions). It is possible, by measuring the increase of the number
of L-electrons between the ®lling of the ®rst K-hole and the second one to
estimate the mean time for the ®lling of an L-hole in a given KLn con®guration. It
is found to be equal to the calculated LMM (LNN, LNO) Auger rate.

The changes of the number of L-spectator electrons during the period of time
between the emission of the hyper-satellite and the satellite have been found,
without any ¯uorescence yield corrections, to be Dn=1.5 and 1.2 for iron and
krypton, respectively. Still one electron must be added because one L-electron is
lost from the L-shell in the ®lling of the ®rst K-vacancy. However, the relative
intensity of the eight KLn lines has to be corrected to take into account the
¯uorescence yield o of each of the KLn states (Table 3). In the case of argon, o
varies over a large range: 0.1 < o < 1 (0.1 for KL8, 1 for KL1). For iron and
krypton, the ¯uorescence yields are larger: 0.3 < o < 1 and 0.6 < o < 1,
respectively. These changes around a mean number of 52 1 L-electrons (iron)
and 321 (krypton) are, however, very small for iron (015%) and for krypton
(010%).

The mean time between the emission of the satellite and the hyper-satellite tK,
i.e., the inverse of the total transition rate for the ®lling of the K-shell (K X-rays
plus KLL and KLM Auger), can be estimated by using the Larkins statistical
procedure [102]. It is found, by using calculated KLL transition rates and scaling
the radiative rates with the Z 4 law, to be approximately 3� 10ÿ16 s for the KL5

state of iron and 1.5 � 10ÿ16 s for the KL3 state of krypton. The experimental
values for the mean time required for the ®lling of one L-shell hole are thus about
3 � 10ÿ16/2.5=1.2 � 10ÿ16 s for iron and 1.5 � 10ÿ16/2.2=0.7 � 10ÿ16 s for
krypton. The experimental value of the mean ®lling time of one L-hole in iron
and krypton is roughly equal to the LMM (plus LNN, . . .) Auger partial lifetime
for an ion having 16 electrons in the M- and N-shells [99], i.e. t 1 1.2 � 10ÿ16 s
[50].

Table 3

Calculated average K-shell ¯uorescence yields for Ar [49,100], Fe, Kr, and Xe [101] using the MCDF

method and detailed state ¯uorescence yields. E�ects of relativity and Breit interaction, as well as E1

and M2 transitions are included

Line Fluorescence yield %

Ar Fe Kr Xe

KL8 13 37.8 67.8 90.3

KL7 14±15 37.8 68.0 90.4

KL6 15±17 44.2 73.5 92.3

KL5 18±20 46.9 75.1 92.8

KL4 18±25 51.8 78.6 94.0

KL3 2025 56.1 77.2 88.5

KL2 50230 70.9 84.1 95.5

KL1 100 100 100 100
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Since the M-shell is ®lled roughly two or three times faster than the L-shell, it is
possible to give an estimate of the mean time for the ®lling of the whole M-shell
in the case of argon. The M-shell ®lling has to be roughly 8/3 of the time for the
®lling of an L-vacancy at the beginning of the interaction (KL1 or KL2 state), i.e.
of the order of 10ÿ15 s. At velocities of the order of 1.2� 106 ms/1 (20 kV/q ) such
a ®lling process would occur along a mean range of 12 AÊ , corresponding to about
three or four monolayers of target atoms. Ignoring the slower depopulation of the
M-shell via LMM Auger cascades, then a mean number of about two or three
electrons is captured in the M-shell. These mean numbers and the rate of capture
obviously vary in time, i.e., along the ion path below the surface. It decreases with
time and then charge, leading to an asymptotic number of M-electrons. For iron
and krypton ions the ®lling rate is faster, but many more electrons have to be
transferred (e.g. via side feeding) to reach the equilibrium charge state and one
can expect that the full neutralization still holds along few atomic monolayers. It
is noted that the atomic de-excitation times are consistent with the total ionic
equilibration times found from energy loss measurements described above and are
fast compared to the plasmon frequencies.

K X-ray emission studies on Xe53+,54+ have been performed at the LLNL
Super EBIT [97]. The extracted Xe53+ ion beam has been sent onto gold and SiO2

targets at 8.5 keV/q initial kinetic energy. The X-rays emitted in ¯ight by these
ions have been observed with a Ge(Li) detectors and have been compared to
multicon®guration Dirac-Fock calculations. The ®rst analysis shows that an
average number of 2.5 L-shell electrons is present at the time of the K X-ray
emission. Interestingly for decelerated Xe53+ ions (12 eV/q ) it has been found that
the emission of the X-rays above the surface exhibits a component of a pure He-
like state. This can be attributed to a time when the ion has lost all the captured
electrons but one and is in a singly excited He-like state. A preliminary analysis of
the energy and relative intensity of the Lyman a, b, g, d, E . . . lines leads to
following conclusions:

1. Below the surface the electrons are captured into the highest available states of
a Xe ion inside a solid, i.e. the O, P . . . shells.

2. These ions contain more than 35 excited electrons.
3. The KLx characteristic X-ray satellite pattern is strongly peaked on the KL2

line in agreement with the expected Zÿ4 law of variation of the K-shell lifetime.
4. Similar spectra have been observed for the gold and silicon dioxide targets.

3.4.2. L-shell X-ray emission
The L and M X-ray spectra as a function of the incident charge state has been

measured for highly charged Xe ion impact [2,94] with a Si (Li) detector
perpendicular to the beam axis. We discuss the ion neutralization dynamics for
slow (7 keV/q ) highly charged Xe ions incident on a Cu surface at 458 incidence,
where the number of L-shell vacancies in the incident Xeq+ (q=44±48) projectile
is systematically changed. Here, q=44+ represents the closed shell 1 s22 s22p6
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ground-state con®guration of Xe and the other charge states are characterized by
open L-shell con®gurations di�ering in the incident number of 2p holes. The
theoretical method used to predict radiative-transition energies and transition
probabilities for Xe ions with di�erent numbers of L-shell vacancies is presented
elsewhere [94,103].

The Xe44+ spectrum consists only of lower-energy M X-ray peaks due to the
missing L-vacancy states of the incoming projectile ion. No additional L-shell
vacancies are produced during the impact of the ion on the surface. The spectra
resulting from Xe45+ to Xe48+ initial projectiles show higher-energy L X-ray-line
structures, which arise predominantly from electric-dipole transitions into empty
2p states. In accordance with the increasing number of 2p vacancies the measured
L-line energy positions shift towards higher energies with increased charge state q.
Due to many satellite-line groups and limited energy resolution of our Si (Li)
detector the observed line intensities are averaged over several closely spaced line
groups. The range of the calculated 2p±3 d transition energies shows that the
satellite groups originate from 1 s22 s22pk (k=2±5) initial inner-hole-state
con®gurations. These include about 350 possible satellite lines with center energies
varying from 4053 to 5166 eV for Xe45+ and 4 � 350 satellite lines for Xe48+

projectiles with a total energy variation of about 4053 to 4955 eV.
Even though the maximum of the measured structures lies in the energy range

predicted for the satellite group there is a tail of the intensity to higher energy
with a shoulder at about 4.7 keV. Additionally one observes a group of lines at
around 5.6±6 keV, which originates mainly from 4 d±2p transitions.

From the analysis it was found that the main intensity of the high-energy peaks
in the L-line group stems from transitions associated with 4 d states. Some
intensity from 5 d and 6 d states is observed. In fact, the most signi®cant radiative
transitions observed may arise from 4f states. The 4f is most probably populated
by direct capture into n=4. This in turn may lead to a strong excitation of n=3
levels via cascade mechanisms [94,104] when the ions have already penetrated into
the solid. Considering the lower detection e�ciency for the M X-rays (0factor of
2) compared to the L X-rays it is obvious that the M intensities are actually larger
than the L-intensities. From the comparison of the observed line energies and the
theoretical calculations it is found that the main peak in the M X-ray group arise
from a population of n=4 states. Moreover, the peak on the high-energy side of
the n=4 structure is due to n>5 states. By comparing the maxima for the 4±3
(n=4 to n=3) transition for Xe45+ and Xe48+ a shift of approximately 224 eV is
observed. From a comparison of the observed M-spectra and the predicted energy
values it was concluded that a large fraction of initial 2pk cores states have
survived when the 4±3 radiative de-excitation occurs.

Following the over-barrier model one ®nds that the neutralization process starts
at a critical distance Rc 0 130 AÊ for Xe45+. The highest n-states populated by
electron transfer from the copper surface has been estimated by taking the binding
energies, the image-charge potential and the work function of Cu into account.
This gives a maximum value of approximately n=43. On the way into the surface,
capture will occur to somewhat lower n-values due to the change of screening and
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energy-level shifts owing to the increased image charge. One expects a `band' of
Rydberg levels to be populated between about n=20 and 40 during the approach
to the surface. No information exists about the distribution of electrons among
those n manifolds. The situation is further complicated due to Stark mixing near
the surface. In this connection, we note that no clear signature of the direct decay
of highly excited hollow atom states has been found in the measured X-ray
spectra. However, some direct, fast radiative transitions from superexcited states
with n 1 20±40 may weakly contribute to the high-energy tail above the main M
and L X-ray structures. However, these features cannot be resolved with present
energy resolution and low beam intensity. In conclusion, one ®nds that the direct
population of the n=3, 4, and 5 levels occurs in the solid where some fraction of
the n=3 population comes from cascading via n=4 or even n=5.

It is assumed that the n-levels are populated by a pronounced side-feeding
mechanism. For the present projectile beam energy and ion beam-target geometry,
the approach velocity is about 0.22 a.u. corresponding to 7 AÊ /fs, which means
that the time interval between the ®rst capture events and the ions striking the
surface is about 4 � 10ÿ15 s. This interaction time is much too short for
substantial cascading to lower states. Hence, the highly excited states consisting of
a core of (1 s22 s22pk) inner-shell con®guration and a band of electrons in n1 20±
40 (`hollow atoms') survive until the ions hit the surface. After the ion has
penetrated into the solid, it experiences close binary collisions with Cu target
atoms where resonance charge transfer may occur. In this way, the M-shell can be

Fig. 10. L X-ray emission spectrum from the radiative de-excitation of 450 keV U90+ ions incident on

a Au target.
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partially ®lled by direct electron capture since it is near resonance with the Cu L-
shell and the critical instance can be estimated to be 0.25 a.u. On the other hand,
the 2p vacancies of the core survive because the Xe L-shell with binding energies
around 7961±8719 eV is not resonant with any atomic state in Cu making cross
sections for this channel prohibitively small.

Recently, L-shell X-ray emission spectra following 7 keV/q U862-90+ impact on
a Au target have been measured at the Super EBIT; Fig. 10 shows a spectrum
from U90+ impact. From this spectrum and comparison to the Xe spectra, an
enhanced Lb and Lg intensity and energy spread is observed. The enhanced
intensity indicates the `L-shell hollow atom' must have a substantial number of
electrons in high n-states (n>6). A preliminary calculation of transition energies
and comparisons with observed peak energies suggests that in this case the hollow
atom might contain more than 60 electrons in the outer shells.

3.4.3. M-shell X-ray emission
Uranium M X-rays for Uq+, 62 R q R 73 impact on a Be surface have been

studied for impact energies of 7 keV/q [95]. The energies for the transitions into
the M-shell were calculated using Dirac±Hartree±Slater model [105]. When the
ions start to penetrate into the bulk, most of the high n-electrons are stripped o�.
Closer collisions with lattice atoms transfer electrons into lower n-states, with
n38±10. These electron cascades into inner-shell vacancies, giving rise to M X-
rays if M-vacancies are available. In calculating the transition energies, electrons
were statistically distributed in the n=4 to n=6 states for charge states from
q=15 to q=40. As a result, predicted energies are distributed over energy bands.
A comparison of the measured spectra with the predicted transition energies
indicates that most of the observed intensity results from M X-rays. As predicted,
the centroid of the main peak shifts to higher energy as the initial charge of the
projectile is increased. The most interesting feature of the data is the observation
of signi®cant M X-ray emission from U-ions incident on the Be surface with no
M-vacancies (q R 64) initially in the ion. An explanation for the observation of
the anomalous M X-ray emission is the possibility of direct collisional excitation
or ionization of M-shell electrons. One ®nds that this process has an extremely
low probability. The velocity of the ions is approximately 0.25 a.u. while the
minimum excitation energy for an M-shell electron is more than 220 a.u. For a
similar reason one could also exclude molecular orbital promotion in this very
asymmetric target-projectile system. Neither can metastable states in the incoming
ions explain the observed spectra, since it is known that very few ions in
metastable states are produced from an electron beam ion source, such as EBIT.

The integrated intensity of the main M X-ray peak normalized to the number of
incoming ions shows that the M X-ray yield increases monotonically with charge
state, but with a di�erent slope above and below q=64. The approximately linear
relationship of the X-ray yield with charge state for q r 65 is the expected
variation as the number of M-vacancies in the ion increases. The slope for qR 64,
however, seems to re¯ect the number of N-shell vacancies, indicating a mechanism
for creating M-shell vacancies using N-shell vacancies.
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A new mechanism of internal dielectronic excitation (IDE) facilitating the
production of M-shell vacancies during relaxation of hollow atoms was proposed
by Knapp et al. [106] in collaboration with Schuch et al. [95]. If a 3lnl ' state is
energetically degenerate with a doubly-excited 4l4 l ' state, then a resonant
transition between the states is possible. The resulting intermediate 4141 ' state
may decay either radiatively to a 3l4 l ' state, or nonradiatively back to 3lnl ' state.
In the former case, an M X-ray is observed. The steps leading to M X-ray
emission by this mechanism are shown in [95]. Given the presence of such an
energy degeneracy, the rate for formation of the intermediate state with an M-
shell vacancy is expected to be quite large compared to other decay rates in the
hollow atom. In the system studied here, the formation of 4l5 l ' or higher
intermediate state is not energetically allowed. It is noted that the L-shell
excitation via the IDE process is energetically not possible (see Xe case).

The energy degeneracy condition requires that some electrons in a high-n state
have a transition to the N-shell with an energy that exactly corresponds to a
transition energy between the M- and N-shells. While this condition might at ®rst
seem di�cult to satisfy, the large number of captured electrons cascading through
the closely-spaced high-n states, together with the large number of satellites for
both the M±N transitions and the high-n states, make it possible. This was shown
from binding and transition energies calculated using the Dirac±Hartree±Slater
model [105].

In order to generalize the IDE e�ect, other projectile±target combinations have
been studied. The M X-ray emitted from Biq+ ions following the interaction with
gold surfaces, for which the projectile is not expected to have initial M-vacancies
(q is smaller than 55) have been measured [107]. Here the use of a gold rather
than a Be target makes vacancy production by molecular-orbital promotion
possible. In the Bi ions with charge states in the range of q=50±71 were
accelerated to energies of q � (7 keV) and were directed to a gold target. X-rays
were observed with a Si(Li) detector. Two distinct energy ranges of X-rays are
observed, one of these in the range of 750±2000 eV and the other between 2500
and 6000 eV. Both ranges shift to higher energies with increasing incident ion
charge state. The lower energy group, which dominates the spectra for lower
incident charge states, is in the range expected for the ®lling of vacancies in the N-
shell. The higher energy group, which predominates for the higher incident charge
states, is in the range that might be expected from the ®lling of M-shell vacancies.
In order to determine the two ranges of lines, transition energies were calculated
with Froese±Fischer's Hartree±Fock program [108] and outer electrons were
removed sequentially. The analysis did establish peaks between 750 and 2000 as
having their probable origin in the ®lling of the N-shell and those between 2500
and 6000 eV, to the ®lling of the M-shell.

No evidence is observed for decay into these shells directly from high Rydberg
states, the continuum or the Fermi level of the gold. Evidence is seen in the
spectra with q=52 and q=55 for M X-rays being emitted from ions that enter the
collision without the requisite M-vacancies. An integration of the spectral
intensities between 2500 and 6000 eV and normalization to the number of incident
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ions gives a plot of the relative X-ray production correction versus charge q (Fig.
11). The step of the cross section at charge 65 indicates a shell e�ect for the ®lling
of the M-shell. The cross section behavior provides possible evidence for the
existence of the internal dielectronic process, such as that proposed above for the
uranium case. However, for this heavy projectile-target combination, the
production of M-vacancies through molecular promotions cannot be excluded.

3.4.4. Soft X-ray emission studies
Soft X-ray emission (<1 keV) studies, following slow highly charged ion impact

(Z< 18, q< 17) on conductor surfaces, have been performed by various groups
[109±112].

AndraÈ et al. [109] reported high resolution Ne K X-ray measurements from
Ne9+-ions (140 to 35 keV) incident on a Ta surface. The vertical velocity has been
varied via the angle of incidence. Changing from the large to the low impact
energy resulted in a dramatic change of the resolved satellite line intensities, which
was interpreted in terms of di�erent contributions from the resonant
neutralization and autoionization at di�erent velocities.

Briand et al. [112] reported K X-ray measurements following 10 keV/q N, O
and Ne hydrogenlike ion impact on C and Si surfaces at normal incidence. The
analysis of the X-ray emission from below the surface showed that the electron
promotion mechanism, represents only a small part of the interactions occurring
at the ®rst atomic layer. Neutralization takes place, below the surface, mainly via
Auger neutralization.

Ninomiya et al. [111] reported soft X-ray measurements in collisions of slow
Arq+ ions with a C target. Ar L X-rays corresponding to the ®lling of initial L-
shell holes were analyzed and it was found that the L-shell holes were ®lled

Fig. 11. Cross section (arb. units) for Bi M X-ray emission versus Bi charge states.
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stepwise primarily via 3 s±2p transitions; similar results were obtained for a Be
target. Ninomiya et al. [110] also reported on N K X-ray measurements following
passage of 2.1 keV/u N6+ ions through a thin microcapillary foil. The X-rays
were measured in coincidence with the exit charge state. Ions with a K-hole, but
with several electrons in outer shells, were successfully extracted into the vacuum.
It was found that a considerable fraction of extracted hollow ions had extremely
long lifetimes of the order of ns. Stabilization of hollow atoms in vacuum was
attributed to spin-aligned electrons in outer shells.

3.5. Sputtering of surface atoms

The question of mechanisms for sputtering and secondary ion emission in the
interaction of SHCI with solids has been subject of controversial discussions
following early claims of strong enhancement of emission yields as a function of
projectile charge state or potential energy (see discussion in [1] and [113]). Only
recently, total sputtering yield and secondary ion yield measurements have become
available for insulators, semiconductors and metals and for SHCI with charge
states up to Th70+ [10,30]. In the following, we will review results from total
sputter yield and secondary ion measurements with the focus on elucidation of
various sputtering mechanisms such as defect mediated sputtering, Coulomb

Fig. 12. Total sputtering yields for CsI, solid squares, [113]; LiF, open circles, [25]; SiO2, solid triangles,

[25]; GaAs, solid circles, [114], open diamonds [115,172], solid diamonds [30]; and UO2 open triangles,

[10] vs potential energy of projectile. Kinetic energies of projectiles were constant within each data set

but varied in measurements by di�erent groups.
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explosions and intense electronic excitations. After presentation of experimental
results, we will discuss recent developments in theory of electronic sputtering by
SHCI in Section 4.

3.5.1. Total sputter yields
In extended measurements with the microbalance technique, Sporn et al. [25]

and Varga et al. [114] have measured sputtering yields for a range of materials
including insulators, semiconductors and pure metals (see Table 4 and Fig. 12) for
very slow projectiles up to Ar14+ and Xe27+. In covering these materials classes,
they provided a rather complete data set on the base of which the question of
microscopic sputtering mechanisms can be addressed for the relatively low charge
states available with ECR sources. Defect mediated sputtering, a mechanism well
known from a wealth of desorption induced by electronic transitions (DIET)
studies, could be identi®ed for sputtering of LiF and SiO2. Very low secondary
ion yields and an absence of potential sputtering for materials were electronic
defects (e.g. self trapped excitons or holes) can not be stabilized, such as GaAs or
MgO, clearly ruled out Coulomb explosions as an important mechanism in the
charge state regime below 27+ for xenon.

Results for GaAs are controversial. In measurements using a quadruple mass
spectrometer, Mochiji et al. [115,172] and Itabashi et al. [116] reported a charge
state dependency of total sputtering yields for the same projectiles (i.e. Ar9+,
Ekin=500 eV), as used by Varga et al. [114]. Next to the di�erent techniques for
determination of total ablation yields, targets di�ered in that Varga et al. [114]
used a polycrystalline GaAs ®lm formed by molecular beam epitaxy, while
Mochiji et al. [115,172] used crystalline GaAs (100). Mochiji et al. [115,172]
interpret their ®ndings in terms of the early, phenomenological Coulomb
explosion model [117,125].

Using the catcher technique, Schenkel et al. [10,30] determined sputter yields for
GaAs(100) and uranium oxide interacting with SHCI like Xe44+ and Th70+.
Sputtering signatures for the heavy metal oxide, i.e., high secondary ion yields and
strong cluster ion emission point towards contributions from Coulomb explosions.
For GaAs interacting with Th70+ (v=30 vBohr) some 1400 atoms are removed per
incident SHCI. Here, relatively low ionization probabilities and the absence of
signi®cant cluster ion emission point beyond Coulomb explosions and defect
mediated sputtering towards e�ects of intense, ultrafast electronic excitations.
Similar high ablation yields have been reported before, but only for very radiation
soft alkali halides, such as CsI [113] and very recently for pure metals interacting
with heavy cluster ions [118]. We will discuss the di�erentiation of competing
sputtering mechanisms at the end of Section 4.

3.5.2. Secondary ion emission
Studies of secondary ion emission as a function of projectile charge state and

impact velocity give important information on sputtering mechanisms and lay the
foundation for new surface analysis techniques such as HCI based secondary ion
mass spectrometry and emission microscopy (see Sections 5.1 and 5.2). Ionization
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processes in low energy ion irradiation of solid surfaces have recently been
reviewed by Gnaser [120].

Potential sputtering of protons from fullerene targets by slow (v00.01 vBohr)
argon ions (q R 16+) was reported by Kakutani et al. [121,173]. Secondary ions
from fullerenes were not observed. Proton yields were found to follow a power
law dependency on projectile charge, Y(H+)0q n. Values for the exponent, n, were
found to be about 4±5, signi®cantly higher than in a previously found cubic
charge dependency for proton desorption from insulating organic (phenylalanine)
and inorganic (CsI and SiO2) targets by Arq+ with q=1+ to 11+ and at v=0.14
vBohr [39,122]. The very strong increase of proton yields as a function of projectile
charge state was reproduced by BurgdoÈ rfer and Yamazaki [123] in the framework
of a pre-impact desorption model were breaking of the C±H bond in the course of
above surface, potential electron emission results in a localized Coulomb
explosion.

Secondary ion emission from thin carbon foils was reported for impact of
highly charged xenon ions by Terasawa et al. [124] and for charge states up to
70+ for thorium ions by Schenkel et al. [39]. Here, high yields of protons,
positive and negative carbon and hydrocarbon ions were interpreted in terms of a
phenomenological Coulomb explosion model [125].

Observations of secondary ion yield increases by two to three orders of
magnitude as a function of projectile charge state have stimulated studies of
secondary ion emission for a number of insulating and conductive targets such as

Fig. 13. TOF-SIMS spectrum of positive secondary ions emitted from uranium oxide following impact

of Au69+ ions at 220.8 keV [10].
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SiO2 ®lms on Si [19,126,127,164], hydrocarbon ®lms on gold [19,164], self
assembled alkyl monolayers on silicon (111) [128], uranium oxide [10], lithium
¯uoride [24,165], gallium arsenide [30], silicon [33,126,129], highly-oriented
pyrolytic graphite [19,33,164], as well as a number of metals (Al, Ni, Ag, Cu) [129]
and some complex organic and inorganic molecular solids such as DNA [130],
gramicidin S [34] and fullerenes [127].

While characteristics of secondary ion emission reveal important information on
sputtering and desorption mechanisms, knowledge of ionization probabilities and
thus total sputtering yields is mandatory for understanding of the response of
solids to electronic excitation by SHCI. In the following, we will discuss in more
detail results for gallium arsenide and uranium oxide, two materials for which
both secondary ion yields and total ablation rates have been determined.

3.5.2.1. Positive secondary ion yields from GaAs and UO2. An example of a TOF-
SIMS spectrum of positive secondary ions emitted from uranium oxide interacting
with Au69+ ions is given in Fig. 13 [10].

High yields of heavy molecular clusters are detected with up to 7 repeat units of
(UOx)

+, x=0, 1, 2, 3. Similar cluster emission has been observed for SiO2 targets
interacting with SHCI [19,127,164]. In contrast, positive secondary ion spectra
from GaAs (100) were dominated by Ga+ and few As+ ions with only negligible
presence of cluster ions (<<10ÿ3 counts per projectile). The dependency of positive
secondary ion production on projectile charge, q, is shown in Fig. 14.

For uranium oxide, projectiles were Xe17,19,20,27,31,38,44,48,52+ (open triangles)

Fig. 14. Positive secondary ion production from uranium oxide (triangles) and GaAs (100) (squares) as

a function of projectile charge state, q.
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and Au36,44,52,55,63,66,69+ (solid triangles). The impact velocity was kept constant at
0.2 � vBohr. Uranium ion yields include contributions from all uranium oxide
clusters. Projectiles and impact velocities for GaAs (squares) were: Xe19+ (v=0.18
vBohr), Xe27+ (v=0.29 vBohr), Xe31+ (v=0.23 vBohr), Xe44+ (v=0.28 vBohr), Xe50+

(v=0.3 vBohr), Th
56+ (v=0.28 vBohr), Th

65+ (v=0.26 vBohr), Th
70+ (v=0.27 vBohr)

and Th75+ (v=0.28 vBohr). Up to 0.6 U+ ions were detected per Th70+ projectile.
Yields from GaAs are almost an order of magnitude lower. Data shown are
positive secondary ion counts detected per incident projectile. Total sputtering
yields from the semiconducting target exceed those from the heavy metal oxide by
a factor 20. Conversely, positive secondary ion yields from the metal oxide exceed
those from the semiconductor by almost a factor of 10.

3.5.2.2. Ionization probabilities. Having measured both total sputtering and second-
ary ion yields, Schenkel et al. [10,30] determined the ionization probabilities for
positive secondary ions. The ionization probability, a, is de®ned as the number of
positively charged secondary ions emitted per sputtered atom. The charge depen-
dency of a (Fig. 15) follows opposite trends for the two materials. Data points at
q=1 give estimates of ionization probabilities for collisional sputtering [131,132].
These values are upper limits calculated from secondary ion yields for xenon pro-
jectiles with the lowest charge state divided by total yields calculated with SRIM
[131].

For uranium oxide, a increases by about an order of magnitude from the

Fig. 15. Ionization probability, a, for positive secondary ions from uranium oxide (triangles) and GaAs

(100) (squares) as a function of projectile charge state, q. a is normalized to the detection e�ciency of

the TOF-SIMS spectrometer, Z, of 0.1±0.15.
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estimated collisional limit. In contrast, a for GaAs(100) decreases by over an
order of magnitude as a function of q.

3.5.2.3. Cluster ion yields. A notable di�erence in secondary ion spectra from the
two materials studied here is in the emission of charged clusters. While absent for
GaAs, high yields of heavy clusters were observed for the heavy metal oxide. In
Fig. 16, we show the increase of (UOx)

+
1 and (UOx)

+
2 , x=0, 1, 2, 3, as a function

of q. We included least square ®ts of ion yields to simple power laws, Y0q n, with
di�erent coe�cients. It is apparent that the increase in q is much more pro-
nounced for the cluster ions than for uranium-oxide molecules. The very steep
increase (0q 6) for q>35 points towards a threshold and the onset of a new sput-
tering mechanism once a critical excitation strength is exceeded.

3.5.2.4. Positive secondary ion yields vs impact energy. The dependency of second-
ary particle emission on the kinetic energy of projectiles gives insight into contri-
butions from electronic (inelastic) vs nuclear (elastic) processes in sputtering of
materials by singly charged ions. For slow, highly charged ions, the in¯uence of
kinetic energy has been shown to be small [10,19]. This can be expected since all
the potential energy, but only a small fraction of the kinetic energy of SHCI is
deposited near the target surface [60,167]. Non-linear increases of total sputtering
yields were observed over 20 years ago in self-sputtering of gold. Heavy projectiles
impinging on heavy targets set most of the target atoms along their path into
motion and create what was called an elastic collision spike [133,134,174±176].

Fig. 16. Yields of (UOx)
+
1 and (UOx)

+
2 cluster ions from uranium oxide as a function of projectile

charge, q. The kinetic energy of projectiles was 195 keV.
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These spikes manifest themselves in a characteristic energy dependency of sput-
tered neutral and ion yields [118,134,174±176].

Measurements of secondary ion yields from uranium oxide as a function of
kinetic energy for Xe27+, Xe44+, Au63+ and Au69+ were presented in Ref. [10].
Ion yields varied only very weakly for xenon projectiles when the impact energy is
increased from 20 to 500 keV. The yield dependence for Au63+ displayed some
structure with a weak maximum. However, data for Au69+ showed a pronounced
maximum at 0220 keV. An energy value consistent with observations in elastic
collision spike sputtering [118,134,174±176] where the maximum sputter yield is
achieved at energies slightly below the projectile energy corresponding to the
nuclear stopping power maximum. The latter is reached at a kinetic energy of
0600 keV for singly charged gold ions in uranium oxide [131]. The ®nding of a
more pronounced maximum in secondary ion emission for a more highly charged
projectile demonstrates the critical interplay of projectile momentum and charge.
For Au63+ (Epot=122.3 keV), the combination of high charge and momentum
yields a weak but signi®cant increase in secondary ion emission at elastic collision
spike energies. For Au69+ (Epot=168.6 keV) the additional electronic excitation
energy creates a condition above a critical level in both charge and momentum.
Consequently, electronic sputtering through charge neutralization and elastic
collision spikes combine synergistically. Increasing or decreasing the impact energy
decreases momentum transfer below critical values for spike formation and yields
drop similarly as observed in pure elastic spike sputtering. While conditions for

Fig. 17. Pulse height distributions from an ion implanted silicon detector for gold ions in charge state

equilibrium (qeq11.6+) and Au69+ ions with kinetic energies of 447 keV.
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elastic collision spikes are lost, intense electronic excitation keeps secondary
emission levels high. For gallium arsenide, secondary ion yields varied only
insigni®cantly when the kinetic energy of Th70+-ions was varied between 196 and
525 keV. No evidence for a synergistic interplay of electronic excitation and elastic
collision spikes was found for this lighter (lower Z ) semiconductor.

3.6. Deposition of potential energy in solids

In Fig. 17 we show pulse height distributions from a passivated and ion
implanted silicon detector responding to the impact of gold ions in charge state
equilibrium (Auq

+
eq, qeq 1 1.6+) and Au69+ (Epot=168.6 keV) were the kinetic

energies were kept constant at 447 keV. Projectiles in charge-state equilibrium
were prepared by transmission of HCI through thin carbon foils. The foil bias was
adjusted to compensate for energy loss in the foil so that highly charged and
charge-state equilibrated projectiles reached the detector surface with the same
kinetic energy. The pulse of collected charge in the PIPS detector stems from low
energy electrons that have di�used through the contact layer into the depletion
region and from electron-hole pairs created in the depletion region by energetic
photons, electrons and the charge-state equilibrated projectile. The mean pulse
height in Fig. 17 is signi®cantly increased due to deposition of potential energy by
Au69+. These ®rst results indicate that the pulse height increase represents about
35% or 60 keV of the available potential energy [135]. The potential energy is
traced in the depletion region of the PIPS, i.e., over 50 nm deep inside the solid.
In contrast, only about 10% of the potential energy has so far been accounted for
in measurements of emitted secondary particles.

4. Theoretical models of sputtering by SHCI

A theory of electronic sputtering of materials by SHCI must describe
microscopic mechanisms for the transfer of projectile potential energy, or
electronic excitation energy, into the motion of sputtered particles. Total yield
data have been interpreted, in the past, by either Coulomb explosions
[115,125,172] or defect mediated sputtering mechanisms [25,114,136]. In the
following, we will discuss models of electronic sputtering in light of these result.

4.1. Defect mediated desorption

The defect mediated desorption model considers formation of localized defects,
such as self-trapped electrons (STE) or self-trapped holes (STH), in response to
valence band excitations in materials like alkali halides and SiO2. Sputtering of
mostly neutral atoms follows the di�usion of defects to the surface. A yield of 300
LiF molecules was observed for very slow (0.6 keV) Xe27+ projectiles [25]. The
absence of a charge state dependent increase of sputtering yields in materials
where no STE are known to be formed, like GaA (100) [137,138] and MgO,
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served as strong evidence for the validity of the defect mediated sputtering model
[25,114].

Results for GaAs and uranium oxide interacting with Th70+ demonstrate that
defect mediated sputtering is not the only mechanism of electronic sputtering by
SHCI. The defect model applies for electronic sputtering of materials where stable
electronic defects can be formed. Its application is indicated for conditions of
relatively low excitation densities where the materials response is dominated by
the decay of individual defects.

4.2. Coulomb explosion sputtering

In the Coulomb explosion model, target atoms receive kinetic energy in the
surface equivalent of an ion explosion spike [117,125,139±142,177]. A surface
domain with high ionization density is formed in the course of electron emission
during relaxation of SHCI. Several hundred, mostly low energy (<20 eV)
electrons are emitted from metals and insulators by SHCI like Xe44+ and Au69+

[2,19]. In insulators and poor conductors, charge neutrality can not be
reestablished on the time scale of several picoseconds, i.e., before ionized target
atoms are repelled from each other in a Coulomb explosion. The rapid expansion
of target material is thought to send a shock wave into the material. The
intersection of the latter with the surface can lead to the desorption of neutral and
charged molecules and clusters [19,141,142,164].

The main argument against the Coulomb explosion mechanisms questions
whether hole lifetimes even in insulators are su�ciently long to prevent re-
neutralization of the charged domain before the lattice can respond [136]. Mochiji
et al. have argued that lifetimes are signi®cantly longer when many holes are
generated at close vicinity to each other [115,172]. To our knowledge no direct
measurements of hole lifetimes and densities of hole excitation are currently
available for SHCI±solid interactions.

The degree of ionization of secondary ions is a signature of the sputtering
mechanism. In defect mediated sputtering, ionization probabilities, a, are small,
typically R10ÿ3 [24,25,165]. Coulomb explosions should be accompanied by
emission of high yields of positive secondary ions [139,141,143,177]. The
observation of an increase of a as a function of projectile charge, q, for the heavy
metal oxide is consistent with a Coulomb explosion mechanism, while the opposite
trend for GaAs points to a di�erent sputtering mechanism. At the given
transmission of our TOF-spectrometer, ion fractions are 05±8% of the ablated
UO2 for Th70+. This value is signi®cantly higher than for defect mediated
sputtering. Two factors determine the secondary ion yield, the initial ionization
density and the re-neutralization of ions during the emission process. The absence
of signi®cant amounts of multiply charged secondary ions points to relatively low
ionization densities even in the center of the impact site [144]. A low ionization
density (i.e. at average less than one removed electron per molecule) makes it
questionable if conditions for Coulomb explosions can be achieved. Recent
molecular dynamics simulations predict ionization probabilities similar to values
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reported here for Coulomb explosion sputtering of silicon [139,177]. However, re-
neutralization dynamics and initial ionization density can not be de-convoluted
easily.

The energy distribution of sputtered ions is another signature of the sputtering
process. TOF-peaks of U+ show a signi®cant broadening to shorter ¯ight times,
indicating a fraction of ions emitted with higher initial energies than U+

2 and
other cluster ions [10]. This being the case, most probable initial energies of
atomic and molecular ions still appear to be similar and, contrary to predictions
for Coulomb explosions [141], no strong e�ect of projectile charge on the initial
energy of positive secondary ions has been observed so far. However, initial
energies in reference [141] were calculated only for protons. Detailed simulations
of initial energies of sputtered target ions and neutrals under realistic ionization
conditions are clearly desirable.

Yet another signature of the sputtering process is the angular distribution of
secondary ions and neutrals. To date, data are available only for low charge states
up to 11+ [113] and no evidence for enhanced emission in foreword direction,
which would be expected for Coulomb explosions [141,145], has been reported.

Investigating cluster emission from SiO2 [127] and UO2 [146], power law
dependencies of cluster ion yields as a function of cluster sizes have been
observed, consistent both with a Coulomb explosion-shock wave model [145] and
a model considering a liquid±gas phase transition of an energized surface region
[147].

The q-dependency of cluster ion emission (Fig. 16) indicates a qualitative
change in the sputtering mechanism once the critical excitation strength is
surpassed. It is important to note that a threshold charge, q 1 35+, was also
observed for the formation of blister like defects on mica surfaces [2,148,178].
Defect formation in this layered insulator was interpreted as resulting from
electrostatic repulsion of positively charged layers after electrons have been
emitted in the course of interaction with SHCI [148,149,178]. However, only a few
percent of the total potential energy is dissipated through electron emission into
the vacuum [149,150]. It must be viewed as a signi®cant shortcoming of a pure
Coulomb explosion concept to consider only target ionization and to ignore the
e�ect of electronic excitations of target atoms.

4.3. Sputtering by intense, ultrafast electronic excitations

A third model considers the e�ect of high densities of electronic excitations on
the structural stability of covalent solids (e.g., Si, GaAs and SiO2) [151,179]. This
model was originally developed to describe non-thermal phase transitions of
semiconductors induced by intense ultrafast electronic excitations from
femtosecond lasers.

Structural instabilities arise directly from destabilization of atomic bonds by
high-density electronic excitations. Structural changes are induced in covalent
solids when 010% of valence electrons are promoted from bonding states in the
valence band to anti-bonding states in the conduction band. Each electron-hole
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excitation causes a repulsive force between atoms. In GaAs, the resulting pressure
is predicted to displace atoms by 00.1 nm within only 0200 fs [151,179]. In
contrast, heat exchange from excited electrons to the lattice requires many
picoseconds. A critical laser ¯uence to induce such a phase transition in GaAs is
00.8 kJ/m2 [151,152,179] or 05 keV/nm2 where a characteristic absorption depth
is01 mm [143]. Potential energies of SHCI used in the study of Schenkel et al. [30]
range from 10.5 keV (Xe27+), 51.3 keV (Xe44+) and 67.8 keV (Th56+) to 152.6
keV (Th70+). When these energies are deposited into a solid by SHCI, the energy
densities span and considerably exceed this value for the critical ¯uence. Recent
molecular dynamics simulations of ultrashort pulse laser ablation of silicon have
included e�ects of high-density electronic excitations [143]. Ablation rates per laser
shot in a high ¯uence (0120 kJ/m2), high energy density (00.75 keV/nm3) regime
are 0400±1000, the same magnitude as observed for HCI like Th56+ and Th70+

interacting with GaAs. This comparison of predictions from a model of structural
instabilities and sputter yield measurements can only be qualitative at this point.
Clearly, more detailed simulations of ablation rates, secondary ion yields and the
mass distribution of ablated particles as a function of excitation conditions are
very desirable both for SHCI and femtosecond laser based excitations.

4.4. Microscopic mechanisms for sputtering by SHCI: conclusions

Currently available data on electronic sputtering by SHCI are summarized in
Table 4. The third column indicates whether or not a charge state dependency of
the total sputtering yield was observed. Results are most controversial for GaAs.
While the defect mediated sputtering model does not apply [25,114], a decrease of
the ionization probability with q is also inconsistent with the concept of sputtering
through Coulomb explosions [139,141,153,177]. Very high sputtering yields are
consistent with a mechanism of structural instabilities induced by ultra fast,
intense electronic excitation [30]. However, only qualitative comparison with
predictions from model calculations is possible so far [143].

If Coulomb explosions were possible, they should result in sputtering yield
increases as a function of q for all insulators. Uranium oxide is the ®rst material
for which q-dependent sputter yields were measured and that is not known to
form localized defects. Even so, it is still possible that some localized defects are
formed in UO2 and that their subsequent decay contributes to SHCI induced
sputtering of mostly neutral uranium atoms. On the other hand, the increase of
the ionization probability with q is clearly inconsistent with the notion of defect
mediation as sole sputtering mechanism. Also, the observation of high yields of
heavy cluster ions and the onset of cluster emission at a relatively high projectile
charge (i.e. 035+ for xenon) point towards Coulomb explosion sputtering. The
fraction of secondary ions from uranium oxide is much higher than in defect-
mediated sputtering, but it still comprises only a small part of ablated material.
We suggest that structural instabilities also contribute to the ablation of the heavy
metal oxide. Pure defect mediated sputtering is likely to dominate particle
emission for alkali halides under conditions of relatively low excitation densities,
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i.e., for projectiles with charge states <30+. Here, the response of the solid can
be described with well-known processes from a wealth of DIET studies [137,154].
The situation changes when projectiles with higher charge states are used. Our
results indicate the onset of a qualitatively di�erent behavior once q exceeds
035+ and the available potential energy exceeds 025 keV. Decay of individual
defects will still play a role in the materials where such defects (such as STE and
STH) can be localized, but the interaction of many defects (>>q ) in a small
volume (tens of nm3) of material causes a qualitatively new response of the excited
solid. Clearly, de-convolution of contributions from Coulomb explosions,
structural instabilities and decay of individual defects will have to be addressed in
future studies.

5. Emerging applications

Singly charged ion beams are used in various applications in microelectronics,
biotechnology, and photonics. Examples of the widely used techniques are ion
implantation for local doping of electronic devices and secondary ion mass
spectroscopy for surface and bulk analysis. Work in the area of emerging
applications has concentrated on substituting SHCI beams for singly charged
beams in conventional ion beam techniques.

5.1. Highly charged ion based secondary ion mass spectrometry

Secondary ion mass spectrometry (SIMS) describes a group of very powerful
surface analytical techniques that have been in use for more than 30 years. The
SIMS technique involves a primary ion beam of typically 0.5±30 keV energy
impinging on a sample surface and then extracting the generated secondary ions.
The secondary ions are separated according to their mass-to-charge ratio by
electric or magnetic ®elds or by their ¯ight time. The separated ions are detected
by an ion multiplier. In conventional SIMS the primary ions are usually ionized
Ar, Xe, Kr, O, Cs, or Ga atoms. There are two types of SIMS techniques,
`dynamic' or `static'. In dynamic mode the primary ion current is high and the
sample is quickly eroded and elemental concentration of the bulk material is
measured. Almost all surface and molecular information is lost. In static mode the
primary ion current is low with doses less than 1 � 1012 ions/cm2. The great
advantage of static SIMS that makes this technique so popular is its extreme
surface sensitivity in the parts per million range (i.e. about 109 atoms/cm2 can be
detected).

Conventional, static, singly charged ion SIMS is in general not a quantitative
technique for measuring surface concentrations. The reason for the non-
quantitative nature of SIMS is the unknown ion production probability as a
function of the chemical environment of the surface. This problem is most often
solved by the use of calibration standards. Schenkel et al. [126] have investigated
the use of highly charged ions as the primary source to make SIMS quantitative
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without the use of calibration standards. The intense perturbation of the electronic
system of the surface by SHCI enhances the ionization probability of the moieties
leaving the surface, improving the quanti®cation of SIMS. The system chosen for
study was heavily boron-doped SiO2 ®lms. This case might be considered
favorable to both conventional SIMS and SHCI based SIMS since the ionization
potentials for B (8.23 eV) and Si (8.15 eV) are quite close. For an Oÿ primary ion
beam conventional SIMS underestimated the true concentration as determined by
elastic recoil detection (ERD) by a factor of 2.5, whereas the HCI-SIMS measured
the true concentration to within 10% (the experimental error of the ERD). For
less favorable cases such as O (I.P. 13.6 eV) stoichiometry of the silicon oxide,
conventional SIMS underestimates the oxygen concentration by orders of
magnitude, whereas, SHCI-SIMS also underestimates the oxygen concentration,
but only by a factor of 2.5. The strong de-coupling of the ion production
probability from the elemental ionization potential a�orded by HCI enables a
more quantitative analysis of surface layers.

The unusual surface phenomena that occur in SHCI-surface interactions have
been recently applied to protein and DNA fragmentation [130]. The TOF-SIMS
with SHCI of proteins and amino acids shows the desorption of intact molecules
as well as fragmentation of the molecules into a number of fragments. Again the

Fig. 18. Coincidence counting time-of-¯ight positive secondary ion mass spectrum from a W/SiO2/Si

test wafer with a Th75+ primary beam (Ekin=262.5 keV). The black line is the full spectrum; the SiO+

coincidence spectrum is shown in light gray and the WO+ coincidence spectrum is shown in gray. The

spectra are scaled based on the relative number of sweeps used to build each spectrum [155].
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secondary ion yield for these biomaterials were shown to increase with the
charge state of the incident ion. In addition, irradiation of plasmid DNA with
SHCI resulted in dramatic morphology changes observed by atomic force
microscopy.

5.1.1. Coincidence counting
Nanoscopic information on the chemical heterogeneity of a surface can be

obtained via coincidence counting techniques in slow, highly charged ion based
SIMS. As the analyzed area shrinks to tens of nanometers the number of surface
atoms becomes so small that detection of constituents becomes next to impossible.
Coincidence counting allows many similar features to be interrogated
simultaneously. The requirements for coincidence counting are that the secondary
ion yield be high so that more than one secondary ion may be detected per
primary ion event and that each primary event may probe a small, nanoscopic,
area of the surface.

The interaction of SHCI with surfaces results in the emission of a large number
of secondary ions per primary ion which increases with the charge of the incident
ion [2,10,19,33]. For example, Au69+ impinging on 50 nm thick SiO2 layer on a Si
wafer induces a positive secondary ion yield per primary ion of 20. The surface
area addressed by each highly charged ion can be estimated from the size of
blisters observed for single ion impacts on mica surfaces [148,178]. The diameter
of the blisters increases from 10 to 40 nm with incident charge from 35+ to 70+.
Thus, SHCI excitation is very well suited to coincidence TOF-SIMS.

Hamza et al. [155] have demonstrated the utility of coincidence counting in
TOF-SHCI-SIMS for impurity detection on patterned tungsten/SiO2/Si wafers.
Fig. 18 shows a portion of the positive TOF secondary ion mass spectrum for a
Th75+ primary beam with 262.5 keV kinetic energy. Summing all of the collected
events gives the spectrum labeled `full spectrum'. Coincidence mass spectra
selecting only events which have the secondary ion SiO+ or WO+, respectively,
are also shown. The most probably observed tungsten features were WO+

x

secondary ions. The Si2Ox series is highly correlated to the SiO+ secondary ion
and the SixF series is highly correlated to the WO+ secondary ion. The
coincidence counting technique shows that the SixF impurity is localized on the
deposited tungsten regions and can be assigned as a result of the WF6 reduction
step in processing.

In this example, the tungsten features are rather large (greater than or equal to
a micron) and other techniques could have been applied to determine the location
of the SixF impurity, i.e., focused ion beam secondary ion mass spectroscopy or
scanning Auger electron microscopy. However, as the feature sizes get smaller the
number of impurity atoms or molecules analyzed in the focus area of the ion
beam becomes vanishing small. The coincidence technique can analyze many
similar features simultaneously, thus, removing the restrictions due the number of
impurities in one small feature. In addition, the highly charged ion primary beam
gives a higher ionization probability [10] and hence a higher useful yield,
particularly for molecular species, for sensitive analysis of small features.
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5.2. Emission microscopy

Barnes et al. [156] reported on a new emission microscopy technique with the
potential to o�er both high spatial resolution and very sensitive compositional
analysis. This ®rst instrument was designed and built to demonstrate the concepts
necessary to construct a higher resolution instrument. The emission microscopy
uses SHCI as the excitation source. The SHCI source brings four crucial
advantages, a large secondary electron yield, high secondary ion yields, high
ionization probability of the secondary emission, and high molecular ion yields.
The objective (immersion) lens accelerates the secondary electrons and ions
through the ¯ight tube to a position sensitive detector. TOF is used to determine
the mass-to-charge ratio of the secondary ions. This new instrument is unique in
that it can combine high surface sensitivity (1010 atoms/cm2) with high spatial
resolution (in principle 100 nm) and chemical structure information (due to the
high molecular ion yields). An example of a SHCI-emission microscope image is
shown in Fig. 19.

5.3. SHCI driven X-ray source

Due to the high conversion e�ciency of excitation energy into photons, several
application schemes have been suggested in the literature. Here, the radiative de-
excitation of focused SHCI beams provides the X-ray source via the interaction
with a high transmission surface-target. An X-ray microscope [157] has been
suggested and a prototype has been tested. SHCI are an extremely e�cient source
of X-rays, with a radiation yield on the order of 5% of the total energy,
depending on the ion species and initial kinetic energy. The sample to be imaged
is placed on or very close to the X-ray emitting surface, and the ®eld of view is
illuminated with SHCI impacts. X-rays transmitted through the sample are

Fig. 19. Highly charged ion emission microscope image of 5 micron copper lines in SiO2. The copper

line spacing is 15 microns center to center. Lighter gray corresponds to the higher pulse height events,

hence higher electron emission. Events are ®ltered also based on the secondary ion time-of-¯ight.
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counted in a (non-imaging) X-ray detector. The position at which each detected
X-ray entered the sample (i.e. the ion impact position) is determined by imaging
the secondary electrons that are also emitted during highly-charged-ion
recombination at the target surface. Each detected X-ray is `tagged' with the two-
dimensional position coordinates of the ion impact, and the tag provides the
spatial information for the image. If a position sensitive X-ray detector, or
multiple non-imaging detectors, are substituted for the single X-ray counter, then
multiple views of the sample are acquired simultaneously. The techniques of
tomography can then be used to reconstruct a fully three-dimensional image of
the sample.

The extreme population inversion produced in these ion-surface interactions has
the potential to be exploited for X-ray laser schemes if a highly-dense plasma
could be produced against a metal surface. The multiphoton production of X-rays
of wavelength 2±3 AÊ from highly ionized xenon atoms, which possess a large
number of innershell vacancies, while retaining several electrons in relatively
weakly bound outer orbitals, has been reported [158]. Atoms with this `inverted'
electronic con®guration are designated `hollow atoms'. We ®nd that generation of
hollow atoms can become the dominant excitation mode for such systems, making
their exploitation in an X-ray laser a real possibility.

5.4. Surface modi®cation

Controlled modi®cations of bulk and surfaces properties of materials by
exposure to ion beams form a ¯ourishing ®eld of applied physics. Ion
implantation is perhaps the most widely applied technique to develop from ion-
solid interaction research. In this and other applications, the kinetic energy of the
projectile is controlled to perform the desired materials modi®cation. With recent
advances in ion sources technology for highly charged ions (e.g., EBIT, EBIS, and
ECR sources), it is now possible to explore surface modi®cations based on the
potential energy the ions deposits into a near surface volume.

In an extension of their pioneering work, RuÈ hlicke et al. [148] demonstrated
with atomic force microscopy (AFM) the formation of blisters on mica surfaces
upon single, highly charged ion impact. The volume of the blister was correlated
with the charge of the incident ion, with a threshold for blister formation at a
charge state of q=30. Parks et al. [159] have repeated the measurements at
constant kinetic energy (100 keV) of the incident Xe ions. They observed a similar
blister volume dependence on the incident ion charge, again with a threshold at
0q=30. In addition Parks et al. [160] have con®rmed the RuÈ hlicke et al. [148,178]
observation that the blister size is independent of the kinetic energy (20±800 keV)
of the highly charged projectile.

The formation of single ion defects has also been observed on surfaces of other
materials. Schenkel et al. [128] have measured single SHCI-induced defects on self-
assembled monolayers (SAM) on silicon (111) wafers with atomic force
microscopy. Xe41+ exposure of an octene SAM and Au63+ exposure of octene
functionalized with CF3-Phenol SAM produced craters of 50210 nm and 632
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14 nm diameter, respectively, as imaged in non-contact AFM mode (see Fig. 20).
The tip radius was 70 nm, making crater depth measurement unreliable. However,
secondary ion yields demonstrated that the entire SAM was removed, since Si ions
from the substrate were observed. A damage cross section can be estimated from
the crater diameter to be 02� 10ÿ11 cm2 for Xe41+ at 287 keV kinetic energy on
the octene SAM.

Newman et al. [161] have measured the damage cross section for Xe44+ ions
with 308 keV kinetic energy on fullerene ®lms to be 6� 10ÿ12 cm2. In the fullerene
case, a combination of kinetic energy and a minor contribution from the potential
energy deposition in the ®lm leads to the observed damage cross section. This
®nding results from the relative robustness of fullerene cages to ionization and
electronic excitation as compared to the more volatile SAMs on Si.

Single ion defects have also recently been observed in polymethylmethacrylate
(PMMA) [162]. PMMA is a resist material used in lithography of semiconductor
devices. Typically, the resist is exposed to ion, electron, or photon irradiation and
then developed in a mixture of isopropyl alcohol and methyl isobutyl ketone.
After development, Gillaspy et al. [162] found craters of 025 nm diameter
following the impact of single Xe44+ ions. Craters were not observed prior to
resist development. When the integrated Xe44+ dose is increased to 2� 1010 cmÿ2

and exposed through a nickel stencil mask, 1 mm dots can be observed on the
PMMA substrate after developing. The feature morphology is consistent with the
precision of the mask. The integrated dose necessary to fully expose the resist was
approximately one order of magnitude lower than required for singly charged ions
(i.e., Ga+).

Suzuki and Itabashi [163] suggest that highly charged ions may be useful for
advanced dry etching applications. Because the potential energy is deposited in the

Fig. 20. Noncontact atomic force microscope image of an octene monolayer on Si(111) after exposure

to Xe41+. The average diameter of the impact craters is 50210 nm [128].
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surface and the kinetic energy of the ions can be quite low, collateral damage may
be eliminated.
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